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Abstract

We present an extension of an adaptive, partially matrix-free, Hierarchically Semi-Separable (HSS)
matrix construction algorithm by Gorman et al. [SIAM J. Sci. Comput. 41(5), 2019] which uses Gaussian
sketching operators to a broader class of Johnson–Lindenstrauss (JL) sketching operators. We develop
theoretical work which justifies this extension. In particular, we extend the earlier concentration bounds
to all JL sketching operators and examine this bound for specific classes of such operators including
the original Gaussian sketching operators, subsampled randomized Hadamard transform (SRHT) and
the sparse Johnson–Lindenstrauss transform (SJLT). We discuss the implementation details of applying
SJLT and SRHT efficiently. Then we demonstrate experimentally that using SJLT or SRHT instead of
Gaussian sketching operators leads to up to 2.5× speedups of the serial HSS construction implementation
in the STRUMPACK C++ library. Additionally, we discuss the implementation of a parallel distributed
HSS construction that leverages Gaussian or SJLT sketching operators. We observe a performance
improvement of up to 35× when using SJLT sketching operators over Gaussian sketching operators.
The generalized algorithm allows users to select their own JL sketching operators with theoretical lower
bounds on the size of the operators which may lead to faster run time with similar HSS construction
accuracy.

Keywords: HSS matrix, Johnson-Lindenstrauss sketching, randomized sampling, adaptivity

1 Introduction

Many large dense matrices in engineering and data sciences are data-sparse in that the off-diagonal blocks
can be well approximated as low-rank submatrices. Some examples are matrices from discretized integral
equations, boundary element methods, and kernel matrices used in statistical and machine learning [5, 8].
There are many types of matrix formats that can take advantage of the off-diagonal low-rank structure; these
include, to name a few, Hierarchically Semi-Separable matrices (HSS) [7, 6], Hierarchical matrices (H) and
Hierarchical Bases H-matrices (H2) [19, 18]. This work focuses on HSS representation and, more specifically,
efficient HSS compression, i.e., construction of the HSS format. Compression is the central component of the
HSS framework, and usually dominates the total cost. Once a matrix is compressed into its HSS form, one
can develop asymptotically faster algorithms for multiplication, factorization and solve based on the HSS
structure. One way to speed up the HSS compression algorithm is to use randomization [27, 20], in particular,
randomized sketching. The main advantage of randomization is that these methods usually require fewer
floating point operations and less communication than their traditional deterministic counterparts. Moreover,
they are often easier to parallelize.

Consider a matrix A ∈ Cn×n to be compressed as an HSS matrix that approximates A. Random-
ized sketching can be considered as a preprocessing step that helps compute the column spaces of various
off-diagonal submatrices throughout the compression algorithm. This preprocessing step is done by post-
multiplying A by a tall-and-skinny random matrix R of size n × (r + p): S ← AR. If A is nonsymmetric,
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the row space must be computed separately which requires an additional preprocessing step of the form
S′ ← A∗R. The coefficient r is an upper bound on the numerical ranks of the off-diagonal blocks and p is an
oversampling parameter, a small integer on the order of 10 or so. The entries of the n× (r+ p) matrix R are
drawn from a certain probability distribution. A common choice is to draw the entries of R independently
from an appropriately scaled normal distribution. The cost of matrix multiplication AR is O(n2d), where
d = r + p while the remaining cost of the compression algorithm is O(nr2), therefore this upfront matrix
multiplication is often the bottleneck in the entire compression algorithm.

This paper builds upon our previous work [13, 16]. The first motivation is to mitigate the O(n2d)
cost in the sketching step. To this end, we study alternative random sketching operators, with a focus on
the sparse Johnson–Lindenstrauss transform (SJLT) and the subsampled randomized Hadamard transform
(SRHT) [1, 23]. SJLT and SRHT are asymptotically faster to apply than Gaussian sketching operators, but
research is needed to understand whether they provide desired approximation quality, and what the time and
accuracy trade offs are. Secondly, one of the highlights of [16] is the development of a new stopping criterion
for adaptive sketching, which is needed because the numerical HSS rank r is usually not known a priori.
The stopping criteria adaptivity ensures that we generate sufficient (for robustness), yet not too many (for
high performance), random sketching operators (columns of R) until the range of A is well approximated.
The stopping criterion in [16] is based on a probabilistic Frobenius norm estimation of A by the sketch
matrix S = AR and concentration bounds when sketching with Gaussian sketching operators. This analysis
leads to a robust stopping criterion taking into account both absolute and relative errors. In this paper, we
present theoretical analysis which justifies more general JL sketching operators. We extend the concentration
bounds discussed in [16] to all real JL sketching operators and examine this bound for the original Gaussian
sketching operators, SRHT operators and SJLT operators.

Remark 1. In most literature on randomized sketching, the sketching operator R is applied on the left of
a vector or a matrix, such as RA. But in the HSS construction, we need to apply R on the right of A to
probe its column space. Therefore, in the HSS context, we use the transpose of sketching operators described
in existing JL theory.

The contributions of this work are:

• We generalize an adaptive HSS compression algorithm presented in Gorman et al. [16] that required
Gaussian sketching operators to any Johnson–Lindenstrauss (JL) sketching operators.

• We show that the Frobenius norm stopping criteria from Gorman et al. [16] are still valid for JL
sketching operators and prove Frobenius norm bounds for JL sketching operators and SJLT.

• We prove range-finder bounds for JL sketching operators and Sparse Johnson-Lindenstrauss Transforms
(SJLT) which state that the sketch S = AR for a low rank matrix A contains relevant range information
of the original matrix. This allows us to use the sketch instead of the original block when doing HSS
compression.

• We implement our general HSS compression algorithm in the STRUMPACK C++ library [31] which
allows the user to choose among sketching operators implemented in STRUMPACK or implement their
own. We implement SJLT and SHRT as specific use cases and discuss the implementation details for
SJLT in which we leverage a special data structure and multiplication routines for computing AR and
A∗R and for SHRT which we develop an efficient multiplication routine.

• We compare our serial method using SJLT, SRHT and the existing Gaussian sketching operators and
observe up to 2.5× speedups when using SJLT or SRHT while maintaining the similar compression
accuracy. The number of flops for SJLT is reduced from O(n2d) to O(nαd), where α ≪ d; usually
α = 2 to 4 is sufficient.

• We implement and compare a distributed (Message Passing Interface) implementation for Gaussian
and SJLT sketching operators. We observe that the sketching time may be improved by a factor of 40
in some cases when using SJLT over Gaussian sketching operators and overall compression is sped up
by a factor of up to 35×.
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The rest of the paper is organized as follows. In the end of this section we outline the notation for the
rest of the paper. In Section 2 we discuss the background on HSS matrices, our HSS compression algorithm,
Algorithm 1, which we generalize from [16] and the Johnson–Lindenstrauss sketching operators which we
use in our generalization. Next, in Section 3 we discuss the adaptive stopping criteria in Algorithm 1 which
leverage a Frobenius norm stopping criteria. Then in Section 4 we prove that the Frobenius norm stopping
criteria generalize to all Johnson–Lindenstrauss sketching operators. In Section 5 we prove range-finder
bounds for JL sketching operators and SJLT sketching operators; these results enable us to use the sketch
instead of the full low rank blocks in the compression. Section 6 discusses the implementation details of
using SJLT, followed by Section 7, which outlines the implementation of SRHT. Afterwards, in Section 8 we
conduct experiments comparing SJLT, SRHT and Gaussian sketching showing similar compression errors
and faster compression when using SJLT or SRHT. Additionally, we discuss and experimentally compare
the parallel distributed implementations for Gaussian and SJLT sketching. Finally, in Section 9 we state our
concluding remarks.

2 Preliminaries

We begin this section by describing the HSS matrix format and the adaptive HSS construction algorithm.
We then discuss the relevant background to incorporate a more general and possibly faster randomization
via Johnson–Lindenstrauss sketching in our HSS construction algorithm.

2.1 Notation

We denote a matrix as A ∈ Cm×n. We let a random sketching operator be denoted as R ∈ Rn×d and vectors
x ∈ Rn. We refer to S = AR as a sketch of the matrix A. Sketching is the process of applying R to A
on the right, computing AR. We use log to represent the logarithm with base e. We let ∥A∥, ∥x∥ be the
matrix and vector two-norm respectively. We let ∥A∥F represent the Frobenius norm of a matrix. We define
[n] = (1 : n) = {1, ...n} to be the set of integers from one to n. We use MATLAB notation to represent
indexing a row, a column or a sub-block of our matrix, where lower case (i, j) represents individual entries
and upper case (I, J) represents index sets. For example A(i, j) is entry (i, j) of matrix A, A(i, :) is row i
of matrix A and A(I, J) is the sub-block of A containing the rows in index set I and columns in index set
J . In the theory section to compress this notation we use Ai: to represent the row i of matrix A and A:j to
represent column j of matrix A. When computing a QR factorization for a matrix A we let A = QΩ where
Q is an orthogonal matrix and Ω is upper triangular. An interpolative decomposition of a matrix A with
rank r is computed as A ≈ A(:, J)U where J is an index set of size r and U is an r × n matrix containing
an r × r identity block. Finally, the projection operator onto a matrix S is defined as PS = SS†.

2.2 Background on HSS Matrices

Consider a square matrix A ∈ Cn×n and index set IA = {1, . . . , n}. The HSS matrix representation is a
hierarchical block 2× 2 partitioning of the matrix, where all off-diagonal blocks are compressed, or approxi-
mated, using a low-rank product, see Fig. 1a. The hierarchical structure is succinctly described by a binary
tree T , called cluster tree, as depicted in Fig. 1b. The recursive partitioning stops at the leaf level, which
corresponds to the smallest block size of the partition. The leaves do not need to be of uniform size, because
for certain input matrices a non-uniform partition may be preferable for smaller numerical ranks.

Each node τ ∈ T is associated with a contiguous subset Iτ ⊂ Iroot(T ). We use #Iτ to denote the
cardinality of Iτ . For two children ν1 and ν2 of τ , it holds that Iν1 ∪ Iν2 = Iτ and Iν1 ∩ Iν2 = ∅. It follows
that ∪τ∈leaves(T )Iτ = Iroot(T ) = IA. The same tree T is used for the rows and the columns of A. Commonly,
the tree nodes are numbered in a postorder, and most of the HSS algorithms, such as construction, matrix-
vector multiplication, factorization and solve etc., can be described as traversing the cluster tree following
this postorder. However, in the parallel implementation and throughout this paper, we traverse the cluster
tree following a bottom-up topological order, i.e., level by level from the leaf level to the root, see Fig. 1b.

Each leaf node τ of T corresponds to a diagonal blocks of A, denoted as Dτ , and is stored as a dense
matrix : Dτ = A(Iτ , Iτ ). At each node τ , the off-diagonal block A(Iτ , IA \ Iτ ) is called a row Hankel
block, and the off-diagonal block A(IA \ Iτ , Iτ ) is a column Hankel block. The compression algorithm sweeps

3



A6,5

A5,6

A1,2

A2,1

A4,3

A3,4

D1

D2

D3

D4

I1

I2

I3

I4

I5

I6

I7

(a)

7

5

1 2

6

3 4

B1,2 B3,4

B5,6

U1, D1 U2, D2 U3, D3 U4, D4

U5 U6

(b)

Figure 1: (a) Illustration of a symmetric HSS matrix using 3 levels. Diagonal blocks are partitioned re-
cursively. Gray blocks denote the basis matrices. (b) Tree for the HSS matrix from (a), using topological
ordering. All nodes except the root store Ui (and Vi for the non-symmetric case). Leaves store Di, non-leaves
Bij (and Bji for the non-symmetric case).

through the tree bottom-up. At each tree node, it computes the column basis for the row Hankel block and
row basis for the column Hankel block. Note that all the blocks within a row (column) Hankel block share
the same column (row) basis. The HSS algorithm goes further to reduce complexity: each internal node
recycles the bases computed at the two children nodes. Thus, the basis at each internal node has the nested
structure (see Equation Eq. (2)), called nested basis property, which we describe now. For a node τ with two
children ν1 and ν2, the off-diagonal block Aν1,ν2 = A(Iν1 , Iν2) is factored (approximately) as

Aν1,ν2
≈ Ubig

ν1
Bν1,ν2

(
V big
ν2

)∗
, (1)

where Ubig
ν1

has dimensions #Iν1
× rrν1

, Bν1,ν2
is a submatrix of Aν1,ν2

with dimensions #Iν1
× #Iν2

and
V big
ν2

has dimensions #Iν2 × rcν2

1. The HSS-rank r is a numerical rank defined as the maximum of rrτ and
rcτ over all off-diagonal blocks, where typically r ≪ N . Bν1,ν2 and Bν2,ν1 are stored at the parent node. For
a node τ with children ν1 and ν2, U

big
τ and V big

τ are represented hierarchically as

Ubig
τ =

[
Ubig
ν1

0
0 Ubig

ν2

]
Uτ and V big

τ =

[
V big
ν1

0
0 V big

ν2

]
Vτ . (2)

Note that for a leaf node Ubig
τ = Uτ and V big

τ = Vτ . Additionally, every node τ , except the root, keeps
matrices Uτ and Vτ . The top two levels of the example shown in Figure 1a can be written out explicitly as

A =


D1 U1B1,2V

∗
2

[
U1 0
0 U2

]
U5B5,6V

∗
6

[
V ∗
3 0
0 V ∗

4

]
U2B2,1V

∗
1 D2[

U3 0
0 U4

]
U6B6,5V

∗
5

[
V ∗
1 0
0 V ∗

2

]
D3 U3B3,4V

∗
4

U4B4,3V
∗
3 D4

 . (3)

Only at the leaf nodes, where Ubig
τ ≡ Uτ , is the Ubig

τ stored explicitly. A similar relation holds for the Vτ

basis matrices. For symmetric matrices, Ui ≡ Vi and Bij ≡ Bji.
HSS matrix construction based on randomized sampling techniques has attracted a lot of attention in

recent years. Compared to standard HSS construction techniques [37, 34] which assume that an explicit
matrix is given on input, randomized techniques allow the design of matrix-free construction algorithms. A
fully matrix-free construction algorithm relies solely on the availability of a matrix-vector product routine [25].

A partially matrix-free algorithm relies on a matrix-vector product routine and additionally requires
access to some entries of the matrix [27, 16]. For certain applications, for example Toeplitz systems, where
fast (e.g., linear time) matrix-vector products exist, a randomized algorithm typically has linear or log-linear
complexity instead of quadratic complexity with the standard construction algorithms [38].

This paper is based on a partially matrix-free algorithm and its adaptive version. Our implementation
in STRUMPACK [31] is designed for nonsymmetric matrices and is parallelized to leverage shared and
distributed memory architectures. Other works have investigated parallel HSS constructions [14, 34, 12] and
even GPU implementations [9].

1Superscripts r and c are used to denote that Ubig/V big are column/row bases for the row/column Hankel blocks of A.
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2.3 Sketching Based Adaptive HSS Construction Algorithm

We extend the HSS construction algorithm described in [16] which is partially matrix-free and leverages
sketching. The algorithm needs a matrix-vector multiplication routine and access to O(nr) entries of A.
Instead of compressing the Hankel block itself at each node, we compress a sketch of the Hankel block from
which we can recover the compressed version of the off diagonal block [27]. Then, as we traverse up the tree
we combine local sketches from both of the children Hankel blocks, and subtract off the already compressed
low rank blocks to recover a local sketch for the parent Hankel block that is written in the basis of the
children blocks. Finally, this local sketch can be compressed, exploiting the nested basis property. This
procedure is described in equations (2.5)-(2.9) of [16] and in detail in Appendix D [27].

We use an interpolative decomposition to compress the off diagonal Hankel blocks [36]. Given a matrix
A with dimensions m ×m with numerical rank r ≪ m. We can write an interpolative decomposition of A
as A = UA(J, :) +O(ε). Where U has dimensions m× r and J is an index set of r rows. This interpolative
decomposition can be computed using a rank revealing QR factorization [17], detailed in equation (2.4) of
[16].

Remark 2. In practice, the interpolative decomposition is computed using a rank revealing QR factorization
as A ≈ A(:, J)V which computes a column basis. To compute a row basis, we compute the interpolative
decomposition of A∗ ≈ A∗(:, J)V and apply the conjugate transpose so A ≈ V ∗A(J, :), then we can rename
V ∗ = U so A ≈ UA(J, :) resulting in a row basis.

We can represent a numerically low rank Hankel block as a basis matrix U and a sampling of the
rows. To compress our low numerical rank off diagonal matrices in HSS we first compute an interpolative
decomposition for both row blocks and column blocks. Then, we combine the bases and query the matrix
A for the selected row indices I and column indices J resulting in the representation: UA(I, J)V [38]. The
r rows of the sketch correspond to r rows of the original matrix A, allowing us to only use our sketch to
compress the Hankel blocks as long as the sketch of the Hankel block is representative of the original Hankel
block.

In most practical problems, the numerical rank of the low dimensional off diagonal blocks is not known
a priori, therefore, the size of the sketching operator needs to be chosen adaptively. Previously, Gorman et
al. [16] developed a blocked incrementing strategy which fully reuses the already-computed basis set in two
ways: (1) at each HSS tree node τ , if the initial samples are not sufficient, we increase a block of samples
∆d, and augment τ ’s orthogonal basis by this amount; (2) This augmented basis will cause basis sets of the
ancestor nodes to have sizes at least as large as that of τ , while the basis sets of the descendant nodes are
not affected. Algorithm 1 illustrates the HSS compression procedure with adaptation built in. The details
can also be found in [13].

In the original adaptive compression algorithm from [16] the global sketch of the matrix A was computed
using a Gaussian sketching operator. This sketching operator is dense so it requires O(n2) time to compute
an additional column when trying to expand the sketch. Now we extend the algorithm to any Johnson–
Lindenstrauss sketching operator, and in particular, SJLT, to speed up the sketching operation.

2.4 Background on Johnson–Lindenstrauss Sketching

We begin this section by stating the classical Johnson–Lindenstrauss (JL) lemma [21]. The particular version
below is from [11].

Lemma 1 (Johnson–Lindenstrauss Lemma [21]). Given ε ∈ (0, 1), let m and d be positive integers such
that d ≥ 4(ε2/2− ε3/3)−1 logm. For any set P of m points in Rn there exists f : Rn → Rd such that for all
u, v ∈ P

(1− ε)∥u− v∥2 ≤ ∥f(u)− f(v)∥2 ≤ (1 + ε)∥u− v∥2. (4)

Lemma 1 does not say anything about how to construct f and what form it might take. In practice, f
is usually chosen to be a linear map in the form of a matrix which is drawn randomly from an appropriate
distribution. The following definition captures this idea [24].
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Definition 1 (JL Sketching Operator). Suppose D is a distribution over matrices of size d × n. We say
that a matrix R ∼ D is a (n, d, δ, ε)-JL sketching operator if for any vector x ∈ Rn it satisfies

Pr
R∼D

[∣∣∥Rx∥2 − ∥x∥2
∣∣ > ε∥x∥2

]
< δ.

The condition in Definition 1 considers length preservation of a single vector. A standard union bound
argument can be used to show that a JL matrix with probability 1− δ satisfies (4) for all u, v ∈ P where P
contains m points, provided that d is chosen to be sufficiently large; see Remark 2.2 of [3] for a discussion
about this. This non-constructive definition for a JL sketching operator allows us to develop a unified theory
for HSS construction using general JL sketching operators. From a practical standpoint we consider Gaussian
sketching operators, SJLT and SRHT as specific realizations of JL sketches with tighter bounds.

In the following subsections, we introduce three popular JL sketching operator distributions. All three
satisfy the condition in Definition 1 provided that d is large enough. Details on theoretical guarantees for
each distribution appear in Sections 4 and 5.

2.4.1 Gaussian Sketching Operator

A Gaussian sketching operator R of size n × d has entries which are drawn independently from a normal
distribution with mean zero and variance 1/d [2, 11]. We indicate that R is drawn from such a distribution
by writing R ∼ Gaussian(n, d). Gaussian sketching operators are JL sketching operators if the dimension d
is sufficiently large [11]. Key advantages of Gaussian sketching operators are ease of construction and that
they lend themselves to simple and clean theoretical analysis [28, Remark 8.2]. The main downside of the
Gaussian sketching operator is that it is relatively slow to apply since it has no particular structure and is
dense. The sketching operators in the two subsections below address this issue by using fast structured or
sparse operators, respectively.

2.4.2 Subsampled Randomized Hadamard Transform (SRHT)

A subsampled randomized Hadamard transform (SRHT) of size n×d takes the form R = DHP [1]. The ma-
trix D ∈ Rn×n is diagonal with the diagonal entries drawn independently from the Rademacher distribution,
i.e., each entry is +1 with probability 1/2 and −1 with probability 1/2. The matrix H ∈ Rn×n is the nor-
malized Hadamard matrix, a deterministic unitary matrix which can be applied to a vector in O(n log(n))
time instead of O(n2). The normalized Hadamard matrix can be defined recursively via H0 = [1] and
H2n = [Hn, Hn;Hn,−Hn]. Finally, P ∈ Rn×d is a sparse random sampling matrix whose columns are cho-
sen independently and uniformly at random from the set {

√
n/d · eTj }nj=1 where ej ∈ Rn is the jth canonical

basis vector. We indicate that R is drawn in this fashion by writing R ∼ SRHT(n, d). An early version of
the SRHT appeared in [1] where each entry of P was independently chosen to be either zero or nonzero,
with the nonzero entries drawn from an appropriately scaled normal distribution.

2.4.3 Sparse Johnson–Lindenstrauss Transform (SJLT)

The sparse Johnson–Lindenstrauss transform (SJLT) was first introduced in [23] with subsequent further
analysis in [29, 10]. An SJLT matrix R of size n × d has a fixed number α ∈ [d] of nonzero entries per
row. The nonzero entries are drawn independently from a scaled Rademacher distribution, taking values in
{1/
√
α,−1/

√
α} uniformly at random. The paper [23] proposes two different methods for randomly drawing

the position of the nonzero entries in R. The first method draws the α nonzero positions for each row of R
uniformly at random from [d]. The second method divides the length-d rows of R into d/α chunks, and for
each chunk a single entry is selected uniformly at random to be nonzero. This method requires d/α to be
an integer. For both methods, sampling is done for each row independently of the nonzero positions in the
other rows. The two approaches to constructing an SJLT are referred to as the graph construction and block
construction, respectively. Throughout the paper, we will denote an SJLT drawn using either construction
by R ∼ SJLT(n, d, α). We implement both approaches in our software and allow the user to select which one
to use. We test our implementation with the block construction since it is easier to construct and performs
better experimentally than the graph construction.
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3 Stopping Criteria for Adaptive HSS Algorithm

For any adaptive algorithm, it is critical to develop robust stopping criteria, which allow sufficiently large
sketches (enough columns of S = AR) to ensure accuracy but not too large to hurt performance. The
goal is to find d columns of R to approximate the numerical HSS rank r, where r < d ≪ n. In an earlier
work [16], Gorman et al. developed a block incrementing strategy, which begins with d0 columns and adds
∆d columns iteratively. The algorithm terminates when the last ∆d columns does not contain new range
information. One of their primary contributions is the development of the Frobenius norm stopping criteria.
They showed that when the sketching operator R has i.i.d. standard Gaussian entries with mean zero and
variance one, E[∥ 1√

d
S∥2F ] = ∥A∥2F . Moreover, a concentration bound was established detailing that when

R has more columns the Frobenius norm of the sketch matrix is closer to the Frobenius original matrix
with high probability [Theorem 3.3] [16]. The significance of this theoretical result is that we can use the
projection error based on the sketch S to stop the iteration instead of the original matrix A. The Frobenius
norm stopping criteria are:

∥Ŝ∥F
∥S̃∥F

< εrel , ∥Ŝ∥F < εabs. (5)

Where S̃ = Aνi,νj R̄ is a matrix of the ∆d new sketch for the Hankel block and Ŝ = (I − QτQ
∗
τ )S̃ is the

projection of the new sketch onto the orthogonal complement of the current sketch (Qτ is constructed from

Aνi,νj
R). If ∥Ŝ∥F is small either relative to the first d columns of the sketch or absolutely then we do not

need more columns. For the block incremental adaptation, we need to employ an additional rank deficiency
test as part of the stopping criteria, see [16][Section 3.5] for details.

Remark 3. We have updated the stopping condition 1√
d
∥Ŝ∥F < εabs in [16] to ∥Ŝ∥F < εabs because now we

scale the sketching operator R so that it satisfies the JL sketching operator definition, removing the need for
1√
d
scaling.

Remark 4. In the implementation we set Ŝ = (I−QτQ
∗
τ )

2S̃, which applies two steps of block Gram-Schmidt
for projection to ensure orthogonality under roundoff errors [30].

In the next section, we extend the theory necessary to justify the Frobenius norm stopping criteria. That
is, the more columns added to our sketching operator R the closer our sketch S will be to A in terms of
Frobenius norm.

4 Frobenius Norm Bounds

In this section, we present the mathematical theory to support the use of the Frobenius norm bound as
one of the stopping criteria discussed in Section 3. The new result in this Section is Theorem 1, which is
a unified, foundational theorem about the concentration bound for general JL sketching operators. We will
then make the connection of this theorem with the existing theory in the literature, sharpening the general
bound for Gaussian sketching operators, SJLT and SRHT. The unified framework provides theoretical lower
bounds on the number of samples, columns of the sketching operator, d needed in each case to achieve the
approximation guarantee in a probabilistic sense.

While these guarantees provide conservative lower bounds on the number of samples, in practice, many
fewer samples are needed. In our experiments we observe that the number of samples needed is on the order
of the HSS rank. Although, the theoretical bounds are hard to sharpen without additional assumptions, our
experimental results highlight the practical efficiency of the method, even when the theoretical lower bounds
are pessimistic. The first result provides a Frobenius norm concentration result which holds for any real JL
sketching operator.

Theorem 1. Let A ∈ Cm×n and ε, δ ∈ (0, 1). If R ∈ Rn×d is a (n, d, δ′, ε)-JL matrix where δ′ = δ/m when
A is real and δ′ = δ/(2m) when A is complex, then the following holds with probability at least 1− δ:

(1− ε)∥A∥2F ≤ ∥AR∥2F ≤ (1 + ε)∥A∥2F . (6)
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Proof. Consider first the case when A is real. Since R is a (n, d, δ
m , ε)-JL matrix it satisfies

Pr
[∣∣∥xTR∥2 − ∥xT ∥2

∣∣ > ε∥xT ∥2
]
<

δ

m
(7)

for any x ∈ Rn. Let Aj: denote the jth row of A. By the triangle inequality,

∣∣∣∥AR∥2F − ∥A∥
2
F

∣∣∣ =
∣∣∣∣∣∣

m∑
j=1

(
∥Aj:R∥2 − ∥Aj:∥2

)∣∣∣∣∣∣ ≤
m∑
j=1

∣∣∣∥Aj:R∥2 − ∥Aj:∥2
∣∣∣ . (8)

Consequently,

Pr
[∣∣∣∥AR∥2F − ∥A∥

2
F

∣∣∣ > ε∥A∥2F
]
≤ Pr

 m∑
j=1

∣∣∣∥Aj:R∥2 − ∥Aj:∥2
∣∣∣ > ε

m∑
k=1

∥Aj:∥2


≤ Pr

 m⋃
j=1

(∣∣∣∥Aj:R∥2 − ∥Aj:∥2
∣∣∣ > ε∥Aj:∥2

)
≤

m∑
j=1

Pr
[∣∣∣∥Aj:R∥2 − ∥Aj:∥2

∣∣∣ > ε∥Aj:∥2
]

< m
δ

m
= δ,

(9)

where the third inequality is a union bound and the final inequality follows from Eq. (7). This proves the
result for the real case.

For the complex case, we may write A = B + ı̂C where B,C ∈ Rm×n. Since

∥A∥2F =

∥∥∥∥[BC
]∥∥∥∥2

F

, ∥AR∥2F =

∥∥∥∥[BC
]
R

∥∥∥∥2
F

, (10)

and R is a (n, d, δ/(2m), ε)-JL matrix, the complex case follows from the result when A is real (proved
above).

The statement in Theorem 1 can be strengthened when specific sketching operators are considered. We
state known bounds for the Gaussian sketching operators (Theorem 2), SJLT (Theorem 3), and SRHT
(Theorem 4). The statement in Theorem 2 follows directly from Theorem 5.2 in [2]; see Appendix A.1 for
details.

Theorem 2 (Theorem 5.2 in [2]). Let A ∈ Cm×n and suppose R ∼ Gaussian(n, d). If d ≥ 20ε−2 log(2/δ),
then the following holds with probability at least 1− δ:

(1− ε)∥A∥2F ≤ ∥AR∥2F ≤ (1 + ε)∥A∥2F . (11)

The result in Theorem 3 below is a matrix variant of the main result in [23]. It can be proven with a
slight modification to a proof in [10] which provides a simplified analysis of the result in [23]. Our proof for
the matrix version is new but since it is long we omit it in the main text. For completeness, we provide the
novel proof in Appendix A.2.

Theorem 3 (Matrix version of result in [23]). Let A ∈ Cm×n and suppose R ∈ Rn×d is an SJLT constructed
using either the graph or block construction (see Section 2), and suppose ε ∈ (0, 1) and δ ∈ (0, 1/2). If
d ≥ Cε−2 log(1/δ) and α = ⌈εd⌉ where C is an absolute constant, then the following holds with probability
at least 1− δ:

(1− ε)∥A∥2F ≤ ∥AR∥2F ≤ (1 + ε)∥A∥2F . (12)

Proof. See Appendix A.2.
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Finally, we present a concentration bound for SRHT matrices from [2].

Theorem 4 (Theorem 8.4 in [2]). Let A ∈ Cm×n and suppose R ∼ SRHT(n, d).
If d ≥ 2ε−2 log2(4n2/δ) log(4/δ), then the following holds with probability at least 1− δ:

(1− ε)∥A∥2F ≤ ∥AR∥2F ≤ (1 + ε)∥A∥2F . (13)

These bounds are conservative – in practice, we find that fewer samples are sufficient for good compression.
From a theoretical standpoint, Gaussian sketching operators require fewer samples than SRHT and SJLT.
However, SJLT and SRHT can be applied faster, leading to a trade-off between speed and accuracy. The
bounds above present a unifying theory that allows us to extend our HSS construction method, via the
Frobenius norm stopping criteria, Eq. (5), to all JL sketching operators.

Table 1 summarizes the known theoretical results in which a lower bound on d – the number of columns
of R – is provided such that the following holds with probability at least 1− δ:

(1− ε)∥M∥2F ≤ ∥MR∥2F ≤ (1 + ε)∥M∥2F .

Sketching Operator Frobenius Norm Bound
JL Sketch (n, d, δ/(2m), ε)-JL matrix (Theorem 1, new result)
Gaussian d ≥ 20ε−2 log(2/δ) (Theorem 2)
SJLT d ≥ Cε−2 log(1/δ) (Theorem 3, new matrix version)

SRHT d ≥ 2ε−2 log2(4n2/δ) log(4/δ) (Theorem 4)

Table 1: Convergence guarantees for Frobenius norm stopping criterion.

These bounds are known to be conservative, requiring d to be quite large. For example, if we use a
Gaussian sketching operator and set our failure probability δ = 0.01 and ε = 0.5 then we have the bound
d ≥ 424 for (0.5)∥A∥2F ≤ ∥AR∥2F ≤ (1.5)∥A∥2F to hold with probability at least 0.99. In practice, it works
well to choose d0 = 128 and ∆d = 64 (STRUMPACK library default values).

Next, we build on our unified framework for JL sketching operators by proving general range-finder
bounds. These bounds extend our theoretical foundation by showing that sketches preserve the relevant
range information of low-rank blocks, a necessary property for accurate and efficient HSS compression.

5 Range-finder Bounds

In this section, we establish novel bounds for distributional JL sketching operators (Theorem 5) and SJLT
sketching operators (Theorem 7). Additionally, we state existing results for Gaussian sketching operators
(Theorem 6) and SRHT (Theorem 8). These bounds demonstrate that the sketch S of a matrix A preserves
its approximate range, a necessary property for HSS compression. Notably, our results show that JL sketching
operators share the same range-preserving property as Gaussian sketching, as established in Theorem 10.8
of [20].

Specifically, We prove bounds of the form ∥A−QQ∗A∥2 = ∥(I − PS)A∥2 ≤ cnσr+1 where cn is a constant
dependent on n, r and d such that 0 < r ≤ d. Here, S = AR = QΩ and PS = QQ∗, we refer to these bounds
as range-finder bounds. While [20] prove range-finder bounds for Gaussian sketching operators and SRHT,
we extend these results to sketching operators drawn from a distributional JL family and SJLT. We leverage
many of the same tools as [20] to prove our results and restate the existing bounds and present our novel
bounds in Theorem 5 and Theorem 7.

The extension of range-finder theory is necessary for our HSS compression algorithm, Algorithm 1, where
an interpolative decomposition is computed for the small sketch S of a low rank block which represents the
range of the original large low rank block.

We use the same setup as [20] where we let A ∈ Cm×n with SVD A = UΣV ∗, where U ∈ Cm×n and
V ∈ Cn×n are orthogonal matrices and Σ ∈ Rn×n is a diagonal matrix of singular values. Let R ∈ R(r+p)×n

with d = r + p where r is our target rank and p is our oversampling parameter, usually set to around 10,
and consider the following decomposition:
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A = U

[
Σ1

Σ2

] [
V ∗
1

V ∗
2

]
. (14)

Where Σ1 ∈ Cr×r and Σ2 ∈ C(n−r)×(n−r) are diagonal matrices. Let

R1 := V ∗
1 R ∈ Cr×d , R2 := V ∗

2 R ∈ C(n−r)×d. (15)

The error bound for the range-finder algorithm is dependent on properties of R1 and R2.
To prove a range-finder bound for distributional JL sketching operators, Theorem 5, we leverage Theorem

9.1 from [20] and two intermediate lemmas which we state and prove in Appendix B.1. The first lemma,
Lemma 2, provides an upper bound for the 2-norm of any JL sketching operator and the second lemma,
Lemma 3, provides a lower bound on the smallest singular value of our JL matrix times a tall-and-skinny
full-rank matrix V . With these two lemmas and Theorem 9.1 from [20] we now prove our general rangefinder
bound.

Theorem 5 (Distributional JL implies Range-finder Bound). Suppose A ∈ Cm×n is a matrix and let 0 <
r < min(m,n) be the target rank. If R is a (n, d, δ

2max(52r,n) ,
ε
12 )-JL sketching operator with ε/12, δ ∈ (0, 1)

and d = r + p with p ≥ 0, then the following holds with probability at least 1− δ:

∥(I − PY )A∥ ≤

(√
1 +

n(1 + ε)

(1− ε)

)
σr+1(A), (16)

where Y = AR = QΩ with PY = QQ†.

Proof. From Lemma 2, Lemma 3 and Remark 6 we have that the following two events happen simultaneously
with probability at least 1− δ:

∥R∥ ≤
√
n(1 + ε) and σ2

min(RV ) ≥ (1− ε)σ2
min(V ). (17)

We proceed under the assumption that the events in (17) occur.
Due to (17), R1 is full rank, and Theorem 9 therefore yields

∥(I − PY )A∥2 ≤ ∥Σ2∥2 + ∥Σ2R2R
†
1∥2. (18)

Taking the square root of both sides and using the sub-multiplicativity of the two norm we have

∥(I − PY )A∥ ≤
√
∥Σ2∥2 + ∥Σ2∥2∥R2∥2∥R†

1∥2 =

√
∥Σ2∥2(1 + ∥R2∥2∥R†

1∥2). (19)

To bound ∥R2∥2, note that
∥R2∥2 = ∥V ∗

2 R∥2 = ∥R∥2 ≤ n(1 + ε), (20)

where the second equality follows from unitary invariance of the two norm, and inequality follows from (17).

To bound ∥R†
1∥2, note that

∥R†
1∥2 =

1

σ2
min(R1)

≤ 1

(1− ε)σ2
min(V1)

=
1

1− ε
(21)

where the inequality follows from (17). Combining (19), (20) and (21) and the fact that ∥Σ2∥ = σr+1(A)
results in the bound (16).

Next we restate a range-finder bound for Gaussian sketching operators from [20].

Theorem 6 (Corollary 10.9 from [20], simplified deviation bounds of Theorem 10.8). Suppose that A ∈ Cm×n

has singular values σ1 ≥ σ2 ≥ σ3 ≥ . . . . Choose oversampling parameter p ≥ 4 and target rank r ≥ 2, where
r + p ≤ min(m,n). Draw an R ∈ Rn×(r+p) with standard Gaussian entries, construct the sketch matrix
Y = AR = QΩ, and let PY = QQ†. Then the norm squared approximation error is

∥(I − PY )A∥ ≤
(
1 + 16

√
1 +

r

p+ 1

)
σr+1(A) +

8
√
r + p

p+ 1

(∑
j>r

σ2
j (A)

)1/2

,

with probability at least 1− 3e−p.
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The above theorem states that R has standard Gaussian entries. However, we consider a Gaussian
sketching operator where the variance of the Gaussian entries is 1/d corresponding to scaling all of the
standard Gaussian entries by 1/

√
d. Since the sketch Y = AR is used to construct a projection operator,

this scaling cancels out, leaving the projection operator unchanged. Therefore, the result also holds for our
scaled Gaussian sketching operators.

Next, we state and prove range-finder bound for SJLT. The proof follows the steps of the proof of
Theorem 5 but with stronger guarantees since it is restricted to SJLT matrices.

Theorem 7. Given matrix A ∈ Cm×n and a rank r < min(m,n). Fix ε, δ ∈ (0, 1). If R ∼ SJLT(n, d, α)
with α = Θ(log3(r/δ)/ε), d = Ω(r log6(r/δ)/ε2), Y = AR = QΩ and PY = QQ∗ then

∥(I − PY )A∥ ≤ σr+1(A)

√
1 +

1

(1− ε)
max

(e2nα
d

, log
(2d
δ

)
− nα

d

)
. (22)

with probability 1− δ.

To prove this theorem, we leverage Theorem 9.1 from [20] and two lemmas which we state and prove in
Appendix B.2. The first lemma (Lemma 5) provides an upper bound on the 2-norm of the SJLT sketching
operator and the second lemma (Lemma 6) provides a lower bound on the smallest singular value of our SJLT
matrix times a tall-and-skinny full-rank matrix V . These lemmas, Lemmas 5 and 6, are akin to Lemmas 2
and 3 but with stronger guarantees since they are restricted to SJLT matrices. We can now combine these
two results and follow the steps of the proof of Theorem 5 to prove a range-finder bound for SJLT matrices.

Proof. We consider the SVD of the matrix A defined in Eq. (14) and let µ be defined as in Lemma 5.
From Lemma 5, Lemma 6 and Remark 6 we have that the following two events happen simultaneously with
probability at least 1− δ:

∥R∥2 ≤ max(e2µ, log(2d/δ)− µ), σ2
min(RV1) ≥ 1− ε. (23)

We proceed under the assumption that the events in (23) occur.
Following steps similar to those in the proof of Theorem 5, we have

∥(I − PY )A∥ ≤
√
∥Σ2∥2(1 + ∥R2∥2∥R†

1∥2), (24)

where

∥R2∥2 ≤ max(e2µ, log(2d/δ)− µ) and ∥R†
1∥2 ≤

1

1− ε
. (25)

Combining Eq. (24), Eq. (25) and the fact that ∥Σ2∥ = σr+1(A) results in the bound Eq. (22).

Finally, we state a range-finder bound for SRHT from [20].

Theorem 8 (Theorem 11.2 from [20]). Suppose that A ∈ Cm×n has singular values σ1(A) ≥ σ2(A) ≥
σ3(A) ≥ . . . . Choose oversampling parameter p ≥ 1 and target rank r ≥ 1 such that r + p ≤ min{m,n} and

4
[√

r +
√
8 log(rn)

]2
log(r) ≤ (r + p) ≤ n.

Draw an R ∈ Rn×(r+p) SRHT, construct the sketch matrix Y = AR = QΩ, and let PY = QQ∗. Then the
norm squared approximation error is

∥(I − PY )A∥ ≤
√
1 + 7n/(r + p) · σr+1(A),

with failure probability at most O(r−1).

Remark 5. The above result in [20] is stated when the fast transform is a discrete Fourier transform but
in this paper we apply the Hadamard transform. The identical result holds for the Hadamard transform by
combining the result in [32, Theorem 1.3] and following the identical steps of the proof with Fourier transform
in [20].
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In summary, the new foundational theory in this section is Theorem 5, which shows that a projection based
on a distributional JL sketching operator achieves good approximation of the range of the original matrix.
With similar proof techniques, we prove that the SJLT sketching achieves good range approximation as well
(Theorem 7). These two new results augment the existing range-finder bounds for the Gaussian sketching
operators and SRHT matrices justifying our use of a more general class of sketching operators in our HSS
compression algorithm.

In the following sections we discuss our efficient implementation of an SJLT and SRHT sketching routine
for HSS construction. We also compare SJLT and SRHT sketching to the existing Gaussian sketching routine.
We observe that we can achieve faster compression time with similar accuracy when applying SJLT or SRHT
sketching over Gaussian sketching.

6 Implementation Details of SJLT Sketching

The SJLT matrix is a highly structured random matrix. To leverage this structure we have created an
SJLT data structure and custom sketching routines that use the SJLT data structure. Our specialized data
structure and sketching routines speed up the HSS compression algorithm by leveraging matrix sparsity and
bypassing multiplications.

6.1 SJLT Data Structure

An SJLT matrix is a structured sparse matrix whose entries have two possible nonzero values. R ∈ Rn×d

is an SJLT matrix with α nonzeros in each row with each nonzero drawn from {1/
√
α,−1/

√
α} with equal

probability. We factor out and store the scaling of 1/
√
α and split our matrix into positive and negative

components, resulting in R = 1/
√
α(B+ − B−), where the matrices B+ and B− only have entries in {0, 1}.

Since B+ and B− are sparse binary matrices we store them in compressed form. We use both compressed
row storage (CRS) and compressed column storage (CCS) [4] where we store pointers to the start of each
row (CRS) or column (CCS), and the column or row indices of the nonzero entries respectively. Since
our matrices are binary the nonzero values are always one so we do not need to store the values at these
nonzero positions. We store the binary matrices in both compressed row and column storage to optimize
the caching efficiency when computing AR and A∗R. Below we provide an example of our data structure
and decomposition.

R =
1√
2


1 0 −1
0 −1 −1
1 −1 0
1 0 1

 =
1√
2



1 0 0
0 0 0
1 0 0
1 0 1

−

0 0 1
0 1 1
0 1 0
0 0 0


 =

1√
2
(B+ −B−)

R :


s = 1√

2

B+ stored in CRS and CCS without value arrays

B− stored in CRS and CCS without value arrays

This specialized SJLT data structure for binary matrices allows us to avoid doing any multiplications
in our algorithm because all multiplications would be by the number one. Instead, we only need to index
and sum relevant values. Then after our matrix multiplication is complete we can scale all entries in our
resulting sketch. Additionally, storing the SJLT as a sum of two binary compressed matrices requires less
space than as a single compressed matrix which additionally includes the value at each nonzero position when
the number of nonzero entries per row is strictly greater than one. Finally, the SJLT data structure is well
integrated in the HSS compression algorithm allowing for fast and efficient sketching operator adaptivity.

6.2 Adaptive SJLT Sketching

In the HSS compression algorithm we use adaptive SJLT sketching where the user inputs the number of
non-zeros per row for each sketching operator. For example if the user selects S(4) then initially an SJLT
matrix with 4 nonzeros per row and d0 columns is constructed. If the sketch of A is insufficient for the
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HSS compression to succeed then we must extend the SJLT matrix to produce a more accurate sketch. We
append an additional ∆d columns with 4 nonzeros per row until our sketch is accurate enough for the HSS
compression to succeed. we efficiently update our SJLT data structure by adjusting the scaling factor and
appending binary columns to the existing SJLT matrix.

6.3 Efficiently Computing AR and A∗R For Dense A

In the C++ STRUMPACK library a dense matrix A is stored in column major ordering, so to leverage
caching we would like to access our large dense matrix A column by column. We implement the sketching
of A, AR by considering the outer product formulation.

AR =

 | | |
A:1 A:2 . . . A:n

| | |




R1:

R2:

...
Rn:

 =

n∑
i=1

A:iRi:.

First, we initialize a zero matrix which will store our solution and factor out the scaling factor s from
our matrix R. We iterate over each row of R in compressed row storage. For each row Ri if entry ij is 1,
corresponding to a nonzero entry in B+, then we add column Ai to column j of our solution matrix. If entry
ij is −1, corresponding to a nonzero entry in B−, then we subtract column Ai from column j of our solution
matrix. This algorithm accesses each column of A exactly once and uses the row Ri: to add or subtract it
at different positions in our solution matrix. Since our solution matrix is much smaller than the matrix A
this trade-off of leveraging caching of A while accessing many entries in our solution matrix is advantageous.
Finally, we scale the resulting matrix to complete our sketching routine.

In the HSS compression algorithm, we compute the sketch for both the rows and the columns of our
input dense matrix A. This means that in our STRUMPACK implementation in addition to computing AR
we must also compute A∗R. Since we only store A and it is stored in column major format we leverage an
inner product formulation for this sketching routine. Where

A∗R =

 | | |
A:1 A:2 . . . A:n

| | |

∗  | | |
R:1 R:2 . . . R:k

| | |

 .

So to compute this sketch we iterate over each column of A which allows us to leverage caching. Then
we take an inner product between the complex conjugate of this column of A and each column of R which
we do by using compressed column storage, ignoring the scaling factor. This corresponds to entries in our
resulting matrix. Each entry in the resulting matrix is a scaled sum of either +1,−1 or 0 times each entry
of the column of A so no multiplication is necessary in this computation. Finally, we can scale the entire
result matrix afterwards.

6.4 Distributed Parallel Implementation For Dense A

In addition to providing a shared parallel implementation in STRUMPACK we also provide a distributed
memory parallel implementation of the SJLT sketching operators for symmetric matrices. Since the SJLT
sketching operators are efficient to store we are able to duplicate the entire sketching operator on each MPI
process with low memory overhead. Once we have duplicated the sketch on each process we can use the serial
SJLT multiplication routines described in the previous section. We store the operator A in 1D block row
format allowing us to efficiently parallelize the multiplication. This storage is in contrast to the Gaussian case
which leverages a 2D block cyclic format for both the dense operator and the Gaussian random matrix. We
observe a much greater speedup over the Gaussian sketching operators in the distributed parallel setting.

7 Implementation Details of SRHT Sketching

Recall, the sketch matrix R ∼ SRHT(n, d), is given by R = DHP . HSS compression of a matrix A ∈ Cm×n

using an SRHT sketch raises two main issues:
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1. An efficient sketch of A when the number of columns n, is not a power of 2.

2. Efficient sketches of the diagonal blocks in lines 18 and 20, of Algorithm 1.

Matrices D and P are stored as vectors and H, the normalized Hadamard transform, is not stored.

7.1 Efficient Sketch Of A

Let A ∈ Cm×n. The cost of the sketch S = ADHP is dominated by the Hadamard transform. When n is
not a power of 2, we break the Hadamard transform into two smaller Hadamard transforms. Let

k = 2⌊log2 n⌋, with n = k + r,

and O a zero matrix of size m× (k − r). Then,

AH =
[
Am,k Am,r Om,k−r

]
H2k,

=
[
Am,k Ã

] [Hk Hk

Hk −Hk

]
,

=
[
Am,kHk + ÃHk Am,kHk − ÃHk

]
, (26)

where Ã =
[
Am,r Om,k−r

]
∈ Rm,k. Let

p = 2⌈log2 r⌉, and q =
k

p
,

and Âm,p =
[
Am,r Om,p−r

]
. Then

ÃHk =
[
Am,r Om,p−r Om,k−p

]

Hp Hp · · · Hp

· · · · · ·
...

... · · ·
...

Hp · · · · ·

 (27)

=
[
ÂHp ÂHp · · · ÂHp

]
m×q

(28)

= ÂHp [I I · · · I]m×q . (29)

Then from equations (26) and (29), we have

AH =
[
Am,kHk + ÂHp

[
I · · · I

]
Am,kHk − ÂHp

[
I · · · I

]]
. (30)

Thus, the Hadamard transform of dimension 2k is replaced by two transforms of dimensions k and p.

7.2 Sketching Diagonal Blocks

In lines 18 and 20 of Algorithm 1, access to portions of the sketch matrix R is required to compute the sketch
of the diagonal blocks at level τ . The parts of R required can be computed (i) as needed (just in time), or
(ii) all of R can be computed beforehand.

Here, we derive a formula for computing R = DHP , element-wise. The cost of this computation is
O(md), for a matrix Am×n and sketch dimension d. Let

D =


d1

d2
. . .

dn

 , H = Hν , P = c

 | | |
P:1 P:2 · · · P:d

| | |

 (31)
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where di = ±1, ν = 2⌈log2 n⌉, c =
√

ν
d and P:i = eµ, i.e. the µth column of Iµ. Define

D̃ =
[
Dn,n Õn,ν−n

]
and Hν =

[
Ĥn,ν

H̃ν−n,ν

]
.

Then,

DH ≡ D̃H =
[
Dn,n On,ν−n

] [ Ĥn,ν

H̃ν−n,ν

]
= DĤ. (32)

Hence,

R = DHP = cDĤ

 | | |
P:1 P:2 · · · P:d

| | |


= c

 | | |
dv ⊙ ĤP:1 dv ⊙ ĤP:2 · · · dv ⊙ ĤP:d

| | |

 , (33)

where dv =


d1
d1
...
dn

 and ⊙ is the Hadamard product. The jth column of R,

R:j = c dv ⊙ Ĥeµ = c dv ⊙ Ĥ:µ,

and

(Hν)i,j =
(−1)i·j√

ν
,

is an element-wise definition of the Hadamard transform, where i · j is the dot-product of the base 2 repre-
sentations of i and j. Then,

Ri,j =
di√
d
(−1)i·µ. (34)

8 Experimental Results

8.1 Test Problems

In this section, we compare our HSS construction algorithm in both the serial and parallel settings. In
the serial setting, we use Gaussian sketching operators, SJLT sketching operators with different numbers
of nonzero entries per row, and SRHT sketching operators. In the parallel distributed memory setting we
only use Gaussian sketching operators and SJLT sketching operators with variable nonzeros. We did not
implement a parallel distributed version of SRHT due to complexity of handling non-power of two dimension
for H, and because SRHT was less competitive compared to SJLT. We observe that the accuracy of the
construction is comparable between Gaussian, SJLT with α > 1 and SRHT sketching operators for most
problems while SJLT and SRHT sketching can often be computed faster.

We consider the following test cases:

1. A covariance matrix (Cov.), using an exponential kernel

Gij = exp

(
−∥xi − xj∥2

λ

)
(35)

with xi, xj ∈ [0, 1]3 and λ = .2 the correlation length. We use a structured hexahedral finite element
mesh, discretized using the MFEM finite element library. The matrix is reordered using recursive
bisection, which also defines the HSS cluster tree.
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2. A Toeplitz matrix describing a 1D kinetic energy quantum chemistry problem [22] (QChem Toeplitz),
given by

Tij =

{
π2/

(
6d2
)

if i = j

(−1)i−j
/
(
d2 (i− j)

2
)

else
(36)

where d = 0.1 is a discretization parameter (grid spacing). The matrix T is fairly ill-conditioned and
has small HSS ranks which grow slowly with the dimension of T .

3. The impedance matrix Z [26] (Scatt. wave):

Zij =
kη0
4

∫
S

ti(ρ)

∫
S

bj(ρ
′)H

(2)
0 (k|ρ− ρ′|)ds′ds (37)

where k = 2π/λ0 is the wave number, λ0 denotes the free-space wavelength, η0 is the intrinsic impedance

of free space, and H
(2)
0 is the zeroth-order Hankel function of the second kind. The surface S is

a perfectly electrically conducting circle (2D) residing in free space. This circle is discretized using
n line segments, and we use delta functions located at the center of each line segment for ti, and
constant functions supported on the line segments for bj . The inner integral is evaluated with a simple
quadrature rule with 4 quadrature points. For the experiments, we vary n and adjust λ0 accordingly
such that the number of points per wavelength is approximately 24.

4. The root front from a sparse multifrontal solver [13] (3D Poisson front). The multifrontal solver is
applied to a linear system resulting from the second order central finite difference discretization of the
3D Poisson equation on a k3 grid, with zero Dirichlet boundary conditions. The sparse solver uses a
nested dissection ordering, and the root vertex separator, a k× k plane in the grid, corresponds to the
dense k2 × k2 root frontal matrix.

8.2 Test Machine and Software

All experiments are run on the Perlmutter system at NERSC, LBNL. Each Perlmutter (CPU) node has 2
AMD EPYC 7763 CPUs with 64 cores each and 512GB of DDR4 memory. The code is compiled with GCC
12.3.0, and the BLAS/LAPACK routines are from OpenBLAS 0.3.26. In the distributed parallel setting we
test with 8, 16 and 32 MPI ranks on 1, 2 and 4 Perlmutter nodes respectively.

The HSS construction algorithm with different sketching options, and the test cases are implemented in
the STRUMPACK library, and are available at https://github.com/pghysels/STRUMPACK/.

8.3 Results

8.3.1 Sequential Results with SJLT and SRHT

All the experiments for the Gaussian and SJLT begin with d0 = 128 and ∆d = 64 for the adaptive HSS
construction. These are the default values set in STRUMPACK. In the case of SRHT sketching, we found
that our incremental adaptive strategy may not guarantee the desired accuracy. This may be due to the
following reason: Recall in Equation (26) we extend the dimension n to the next power-of-two in order
to use fast Hadamard transform. Yet, the sampled columns using P are not of the original matrix ADH,
but are the selected sums of certain columns. In our experiments, we observed that for the covariance and
QChem Toeplitz matrices, the default setting {d0 = 128,∆d = 64} delivers good accuracy. However, for the
scattering wave and the 3D Poisson front problems, we cannot use the adaptive scheme. In each case, we
manually tried to increase d to perform the one-shot sampling and empirically found that d = 576 suffices
for the scattering wave problem, and d = 1856 suffices for the 3D Poisson problem. It remains an open
problem to handle the non-power-of-two case, both theoretically and practically. The covariance matrix,
Toeplitz matrix and Poisson front are symmetric, so for these cases we only sample AR and not A∗R. The
HSS leaf size is set to 256. In the experiments, we vary the relative HSS compression tolerance εrel, and
keep the absolute compression tolerance at εabs = 10−8. Random numbers are generated using the C++11
std::minstd rand linear congruential engine.
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Figure 2: Serial HSS construction time and sketching time. Overall speedup compared to Gaussian sketching
is shown at the top of each bar.
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HSS sketching time (sec) Total HSS construction time (sec) comp
Matrix εrel n G S(1) S(2) S(4) S(8) H G S(1) S(2) S(4) S(8) H (%)

Cov.

10−2
103 0.00867 0 0.000667 0.000667 0.00167 0.0153 0.045 0.034 0.035 0.037 0.038 0.049 46.1
203 0.866 0.051 0.0927 0.168 0.317 2.58 1.43 0.569 0.611 0.662 0.836 3.1 7.4
303 14.4 1.15 2.11 3.61 6.8 13.7 17 3.37 4.28 5.93 9.13 15.9 2.2

10−4
103 0.011 0 0.000667 0.001 0.003 0.017 0.079 0.042 0.063 0.066 0.068 0.078 58.0
203 2.35 0.23 0.381 0.71 1.28 2.74 5.87 3.92 3.99 4.49 4.88 6.3 19.2
303 72.1 6.81 11.9 21.5 40.1 15.5 121 58.8 64.4 73 91.1 67.8 11.2

10−6
103 0.014 0 0.000667 0.00233 0.00533 0.0187 0.111 0.052 0.089 0.113 0.116 0.105 73.7
203 3.46 0.346 0.559 1.02 1.88 2.84 11 8.82 8.6 9.16 9.82 10.5 30.5
303 95.9 9.02 15.4 28.5 54.3 16.5 201 116 123 137 162 133 18.0

QChem
Toeplitz

10−2
10K 0.783 0.0307 0.045 0.0793 0.162 1.85 0.9 0.113 0.126 0.16 0.249 1.93 1.7
20K 3.16 0.142 0.229 0.452 0.73 8.51 3.39 0.307 0.392 0.613 0.883 8.67 0.9
40K 12.7 0.769 1.49 2.61 4.7 77.6 13.2 1.1 1.82 2.92 5.02 77.9 0.4

10−4
10K 0.788 0.029 0.045 0.086 0.155 1.86 0.913 0.121 0.135 0.179 0.257 1.95 1.9
20K 3.17 0.145 0.23 0.44 0.729 8.51 3.42 0.331 0.412 0.627 0.903 8.68 0.9
40K 12.6 0.774 1.5 2.57 4.72 77.8 13.1 1.15 1.88 2.95 5.06 78.2 0.5

10−6
10K 0.788 0.029 0.0463 0.083 0.162 1.86 0.931 0.138 0.155 0.195 0.275 1.96 2.0
20K 3.18 0.141 0.238 0.432 0.753 8.52 3.46 0.357 0.458 0.665 1.01 8.74 1.0
40K 12.6 0.77 1.49 2.61 4.71 77.6 13.2 1.21 1.94 3.06 5.16 78 0.5

Scatt.
wave

10−2
5K 1.98 0.228 0.265 0.409 0.687 1.31 2.21 0.436 0.472 0.617 0.903 1.89 4.7

10K 12 1.7 2.11 3.29 5.54 6.05 12.8 2.45 2.86 4.06 6.34 7.41 2.7
20K 81.7 15.7 18.6 27.7 47.6 44.2 85.1 18.6 22 31.1 49.2 47.5 1.6

10−4
5K 1.97 0.233 0.263 0.406 0.677 1.31 2.23 0.464 0.493 0.636 0.906 1.97 5.1

10K 12.1 1.71 2.12 3.29 5.53 6.05 13 2.52 2.94 4.11 6.34 7.55 2.9
20K 89.9 17 20.9 31.1 51.6 44.2 94 20.9 24.8 35 55.4 47.8 1.8

10−6
5K 1.96 0.228 0.262 0.402 0.682 1.31 2.28 0.518 0.558 0.702 0.988 2.1 5.4

10K 12 1.71 2.12 3.3 5.53 6.04 13 2.62 3.06 4.26 6.52 7.58 3.1
20K 81.6 17 20.9 31.3 51.3 44.3 85.7 21.1 25 35.4 55.6 47.9 1.9

3D
Poisson
front

10−2
1002 1.078 0.1547 0.092 0.17 0.323 2.516 1.467 0.839 0.438 0.519 0.674 5.381 3.9
1502 9.863 2.132 1.536 2.302 4.31 9.792 11.65 7.177 3.382 3.92 5.939 17.81 2.4
2002 35.95 10.23 9.584 11.65 20.53 79.7 39.61 24.96 13.75 15.25 24.17 93.89 1.3

10−4
1002 1.944 0.2873 0.2643 0.4893 0.9377 2.51 3.038 2.43 1.417 1.613 2.076 6.71 6.5
1502 18.72 3.259 2.885 5.237 9.977 9.794 24.48 18.3 8.963 11.14 15.92 21.68 4.2
2002 82.36 16.82 18.95 28.15 49.74 79.91 96.88 66.97 35.28 43.57 65.36 102.3 2.5

10−6
1002 2.806 0.3503 0.4007 0.6767 1.401 2.516 4.949 3.822 2.613 2.703 3.595 8.178 9.3
1502 26.08 3.825 4.158 7.483 14.02 9.788 37.58 27.98 16.74 19.18 25.91 26.47 6.2
2002 115 18.73 26.15 38.74 70.21 80.11 145.6 96.87 60.15 71.11 103.5 112.7 3.9

Table 2: Serial times for HSS compression, and sketching time. G refers to sketching with a Gaussian
sketching operator, S(α) refers to sketching with an SJLT matrix (block construction) with α nonzeros per
row, and H refers to SRHT sketching.

Table 2 shows timing results for the four test problems, with varying dimensions and compression tol-
erances. In this table, the HSS construction time includes the sketching time. The final column shows the
memory usage for the HSS matrix as a percentage of the storage requirements for the corresponding dense
matrix. This means that if n% is listed in the table, n% of the space required to store a dense matrix A
is required to store an HSS compressed version. As expected, when we increase the problem size, memory
usage goes down when using HSS format relative to dense format.

The timings for the largest matrices of each test case are also shown in Fig. 2 where blue represents the
sketching step for each run and red represents the remaining HSS construction time. We observe that the
sketching step does in fact dominate the computation. Additionally, we list the ratio of total time to run
the compression algorithm in relation to the Gaussian case. Frequently, we observe that with SJLT(α = 1)
we achieve an up to 12× speedup and when we use α = 2 or 4 we achieve up to 7× speedup. We observed
that the random matrix construction time is negligible in both the Gaussian and SJLT cases.

For a matrix A ∈ Cm×n, the computational cost for a sketch in d-dimensions is O(mnd) for the Gaussian
sketch and O(mn log n) for SRHT. As such, SRHT is more efficient compared to the Gaussian matrix in
the regime where d > log n and less efficient when d < log n. The QChem matrix has small rank and
requires small d; hence SRHT is inefficient in this regime. For the other test cases, where d is large, SRHT
is competitive with the Gaussian and SJLT, and in some cases the most efficient.

Figure 3 shows the oversampling ratio, i.e., the ratio of the final d over the HSS rank r, for the largest
test problems. The quantum chemistry Toeplitz problem is omitted, since the ranks are so small that no
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matrix (scattering wave), and frontal matrix. The quantum chemistry Toeplitz problem is omitted, since for
this problem the rank are so small that it does not require any adaptation.

adaptation is required. The oversampling ratio is similar for the different sketching methods.
Finally, Figs. 4 to 7 show the relative errors and the HSS ranks for these problems. For these results,

the experiments are run 5 times and the figures show error bars with the minimum, median and maximum
values. We observe that the HSS ranks and errors are comparable between all of the sketching operators
except for SJLT with α = 1, in which performance in terms of rank and error are worse than Gaussian
sketching operators. From Figure 4 we observe that the errors and the ranks are approximately the same
across all methods except S(1) which has worse error and H which has larger ranks for the largest problems.
S(1) is often not sufficient to obtain good accuracy and H has some performance degradation for larger HSS
ranks. From Fig. 2 we observe that SJLT is the most efficient method, yielding a time improvement ranging
from 1.2–4× over the Gaussian sketches.

For the QChem Toeplitz matrix, we observe that the HSS ranks and errors are the same across all of
the methods except S(1) in some cases (Fig. 5). Again, this is likely due to S(1) not being sufficiently dense
to capture the matrix information. For timing, since this problem has the smallest ranks, SJLT is able to
outperform all of the methods because it is the fastest sketch to apply, while SRHT performs worse due to
the large overhead of computing the Hadamard transform.

For the Scattering wave problem, we observe that the HSS ranks and errors are the same except in
the strictest tolerances, blue triangles in Fig. 6, where the error is worse for SJLT and SRHT. In this case
Gaussian sketches yield the most accurate results but S(8) has comparable errors and can be computed
between 1.5–1.7× faster (see Fig. 2) which highlights that this performance improvement may come at a
slight loss of accuracy.

Finally, for the 3D Poisson frontal matrix in Fig. 7 we observe that the errors and HSS ranks degrade for
S(1) and S(2) relative to the other methods. This is likely due to this problem having larger HSS ranks but,
as shown in Fig. 2, S(8) can be applied 1.4–1.6× faster than Gaussian sketches and yields similar accuracy.

We recommend that users of STRUMPACK use the default values of d0 = 128,∆d = 64 when running
the HSS compression algorithm. Additionally, if using SJLT matrices we recommend setting α = 4, the
default value. We have found that this is usually the correct balance between performance improvement
over Gaussian sketching operators while having similar accuracy.

8.3.2 Distributed Memory Results with SJLT

Next we experiment with using the distributed memory SJLT sketching operators and distributed memory
Gaussian sketching operators. We did not implement a parallel distributed version of SRHT because SRHT
was less competitive compared to SJLT. We conduct all distributed experiments in the symmetric dense
matrix A case and only calculate a sketch of S = AR. We run all experiments for three trials with the
following fixed settings: relative tolerance εrel = 10−4, absolute tolerance: εabs = 10−7, HSS leaf size: 512,
initial sketch size d0 = 512 and adaptive sketch size ∆d = 256. We vary the sketching operator settings
using SJLT with 1, 2, 4 and 8 nonzeros in addition to the Gaussian sketching operators. Additionally, we
vary the number of MPI ranks: 8, 16 and 32 requiring 1, 2 and 4 cpu nodes on Perlmutter respectively.
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Since our distributed parallel implementation is only compatible with symmetric matrices we test the HSS
construction algorithm on the covariance matrix, Toeplitz matrix and 3d Poisson frontal matrix described in
Section 8.1. We test on problem sizes that are larger than the sequential case showing that the distributed
parallel implementation is more scalable.

HSS sketching time (sec) Total HSS construction time (sec)
Matrix MPI size n G S(1) S(2) S(4) S(8) G S(1) S(2) S(4) S(8)

Cov.

8
203 0.402 0.009 0.013 0.028 0.056 1.084 0.705 0.649 0.854 0.815
303 9.062 0.202 0.328 0.598 1.001 16.549 7.99 7.903 7.981 7.507
353 38.519 0.877 1.241 2.475 4.408 77.163 49.63 42.006 41.34 37.212

16
203 0.219 0.003 0.006 0.013 0.028 0.742 0.544 0.503 0.646 0.608
303 4.712 0.106 0.172 0.318 0.542 9.591 5.508 5.401 5.341 5.0
353 19.494 0.448 0.634 1.273 2.269 43.014 29.432 25.644 25.569 22.905

32
203 0.128 0.0001 0.003 0.004 0.012 0.605 0.676 0.463 0.525 0.533
303 2.585 0.057 0.09 0.168 0.295 6.097 4.053 3.952 3.952 3.524
353 10.076 0.24 0.331 0.67 1.204 23.362 18.446 16.138 15.951 14.174

QChem
Toeplitz

8
25K 3.087 0.027 0.038 0.067 0.125 3.454 0.204 0.23 0.28 0.316
50K 12.433 0.132 0.212 0.375 0.686 13.339 0.635 0.722 0.744 1.191

100K 50.064 0.666 1.097 1.986 3.762 54.088 1.565 1.884 6.913 5.437

16
25K 1.61 0.012 0.019 0.034 0.064 1.864 0.155 0.144 0.189 0.191
50K 6.284 0.049 0.073 0.132 0.25 6.659 0.569 0.352 0.852 0.67

100K 25.2 0.258 0.422 0.749 1.376 26.537 2.221 1.114 3.355 2.0

32
25K 0.889 0.007 0.011 0.018 0.036 1.009 0.119 0.108 0.126 0.147
50K 3.404 0.023 0.037 0.068 0.131 3.642 0.213 0.228 0.274 0.31

100K 13.678 0.093 0.147 0.263 0.496 14.113 0.76 0.599 0.733 1.17

3D
Poisson
front

8
1002 0.516 0.004 0.006 0.011 0.021 0.853 0.381 0.311 0.301 0.31
1502 2.622 0.038 0.031 0.056 0.104 3.551 1.291 0.865 0.818 0.937
2002 10.692 0.241 0.121 0.38 0.713 12.934 3.596 1.769 2.175 2.471

16
1002 0.271 0.002 0.003 0.006 0.011 0.507 0.262 0.246 0.244 0.248
1502 1.365 0.019 0.015 0.027 0.052 1.998 0.855 0.617 0.576 0.612
2002 5.426 0.115 0.048 0.174 0.334 6.798 2.783 1.498 1.426 1.55

32
1002 0.158 0.001 0.002 0.003 0.006 0.365 0.23 0.212 0.205 0.208
1502 0.707 0.011 0.009 0.015 0.029 1.129 0.683 0.431 0.46 0.478
2002 3.086 0.059 0.024 0.081 0.157 4.087 1.812 0.878 0.995 1.092

Table 3: Parallel runtimes for HSS sketching and construction, excluding redistribution times. G refers
to sketching with a Gaussian sketching operator, S(α) refers to sketching with an SJLT matrix (block
construction) with α nonzeros per row.

In Table 3 we show the parallel sketching time and the total HSS construction time. We observe that the
Sketching time for SJLT versus Gaussian sketching operators across all of the test matrices yields between
an 8-40x improvement in sketching time. We hypothesize that this improvement is attributed to the reduced
communication cost of computing the sketch. In the Gaussian case, since the Gaussian sketching operator
is dense we store it in a 2d block cyclic form across the MPI ranks and the same for dense matrix A, which
requires additional communication time to compute AR. Whereas for SJLT, since it is a sparse matrix with
low memory cost to store we can duplicate the sketching operator R and use a 1d block row distribution
of A, and multiplication routine across all MPI ranks. This yields no communication when computing the
sketch which yields a 8–40× improvement in sketching time. Similarly to sketching time, the overall HSS
construction time yields a 1.3–35× improvement depending on the problem which can be observed in Fig. 8.
Additionally, we observe that when we double the MPI ranks from 8 to 16 to 32 the timing is halved and
then halved again across all problems, as expected. The total HSS construction time improvement is problem
and parameter dependent.

For the Covariance matrix, which has the largest HSS rank, we see a large speedup in the sketching
time of up to 40x speedup. This speedup is not reflected in the overall time which is between 1.2–1.7×
faster. This is likely due to the larger HSS rank, requiring more adaptive steps be taken, increasing the
computation on other parts of the algorithm. The final d and the HSS ranks for all experiments can be
found in the appendix in Table 5. For the Toeplitz matrix, which has the smallest HSS rank among test
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Figure 8: HSS construction time and sketching time for the distributed memory experiments (ϵ = 10−4).
Overall speedup compared to Gaussian sketching is shown at the top of each bar.
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problems, there is the largest improvement when using SJLT sketching operators over Gaussian on overall
HSS construction of between approximately 8–35×. Finally, the 3d Poisson frontal matrix has an up to 100×
speedup when computing the sketch but the overall time is improved by a factor of 2.3–7.3×. By using this
parallel distributed implementation the global sketch is no longer the bottleneck for the HSS construction
algorithm.

9 Conclusions

In this paper we extend the adaptive HSS compression algorithm from [16] which required a Gaussian
sketching operator to use any Johnson–Lindenstrauss sketching operator. We provide theoretical guarantees
that the adaptive stopping criterion holds for all JL sketching operators including a concentration bound in
terms of Frobenius norm. We implement the Sparse Johnson–Lindenstrauss Transform from [23] as a use
case for the more general HSS compression algorithm and examine when such a transform outperforms the
Gaussian sketching operator. We provide the code in the STRUMPACK C++ library 2. We demonstrate
experimentally that using SJLT or SRHT instead of Gaussian sketching operators leads to up to 2.5×
speedups of the serial HSS construction implementation and up to 35× speedup over Gaussian in the parallel
STRUMPACK C++ implementation using up to 32 processes.
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A Frobenius Norm Bounds Additional Notes and Proofs

A.1 Notes on Theorem 2

The results in [2] are concerned with stochastic trace estimation. When A is real, Theorem 2 follows directly
from Theorem 5.2 in [2] since

∥AR∥2F = trace(RTATAR) =

d∑
i=1

RT
i:A

TARi:, (38)

where Ri: is the ith row of R.
When A is complex, we may write it as A = B + ı̂C where B,C ∈ Rm×n. Since the equations in

Eq. (10) then hold and since there is no m-dependence in Theorem 2, the result for the complex case follows
immediately with no modification to the theorem statements.

A.2 Proof of Theorem 3

The proof follows the proof of Theorem 5 in [10] with adaptions made for the matrix case. We first consider
the case when A is real. For notational simplicity, let X = AT and note that ∥AR∥F = ∥RTX∥F . Following
the notation in [10], let ηij for (i, j) ∈ [d]× [n] be Bernoulli random variables which indicate if the element
on position (i, j) of RT is nonzero. Moreover, let σij for (i, j) ∈ [d]× [n] be independent Rademacher random
variables taking values in {−1, 1} which indicate the sign of the nonzero entries in RT . Then, the random
matrix RT defined elementwise via

RT
ij = ηijσij/

√
α (39)

is either a graph or block constructed SJLT depending on how the ηij are drawn. In particular, note that ηij
and ηi′j′ are independent for all i, i

′ ∈ [d] if j ̸= j′, but the random variables ηij and ηi′j are not independent
in general.

It is straightforward to show that

∥RTX∥2F − ∥X∥2F =
1

α

m∑
ℓ=1

d∑
i=1

n∑
j,j′=1
j ̸=j′

ηijηij′σijσij′xjℓxj′ℓ. (40)

Define the matrices X̃(i) ∈ Rn×m for i ∈ [d] elementwise via

x̃
(i)
jℓ = ηijxjℓ. (41)

Let AX,η ∈ Rdn×dn be block diagonal with the ith n×n block defined by 1
α (X̃

(i)X̃(i)T )◦, where the function
(·)◦ takes a square matrix as input and returns the same matrix but with the diagonal elements set to zero.
Moreover, with a slight overloading of notation, let σ ∈ Rdn denote the vector whose (j + (i− 1)d)th entry
is σij , i.e.,

σ =
[
σ11 · · · σ1n σ21 · · · σ2n · · · σk1 · · · σkn

]T
. (42)

The expression in (40) can now be written as the quadratic form

∥RTX∥2F − ∥X∥2F = σTAX,ησ. (43)

For some random variable Y , recall the definition of the Lq-norm for 1 ≤ q ≤ ∞:

∥Y ∥q = (E|Y |q)1/q. (44)

We will additionally add superscripts η and σ to denote Lq-norms and expectations with respect to the
variables (ηij) and (σij) only, for example

∥Y ∥q,η = (Eη|Y |q)1/q, (45)
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where q := ⌈2 log(1/δ)⌉ > 1. Due to independence between the two sets of variables (ηij) and (σij), we have
EY = EηEσY , and consequently

∥σTAX,ησ∥q = ∥∥σTAX,ησ∥q,σ∥q,η. (46)

Applying the Hanson-Wright inequality (Theorem 3 in [10]) to the innermost norm in the expression above
followed by the triangle inequality yields

∥σTAX,ησ∥q ≤ C1(
√
q ∥∥AX,η∥F ∥q,η + q ∥∥AX,η∥∥q,η), (47)

where C1 is an absolute constant.
Now, we bound ∥∥AX,η∥F ∥q,η. To that end, note that

∥∥AX,η∥F ∥q,η = ∥∥AX,η∥2F ∥
1/2
q/2,η

≤ ∥∥AX,η∥2F ∥1/2q,η

=
1

α

∥∥∥ n∑
j,j′=1
j ̸=j′

(XXT )2jj′

d∑
i=1

ηijηij′
∥∥∥1/2
q,η

,

(48)

where the inequality follows from an application of Jensen’s inequality, and the last equality uses the fact
that η2ij = ηij . Applying the triangle inequality gives

∥∥AX,η∥F ∥q,η =
1

α

( n∑
j,j′=1
j ̸=j′

(XXT )2jj′
∥∥∥ d∑

i=1

ηijηij′
∥∥∥
q,η

)1/2
. (49)

Since q ≥ 1 is an integer, and since η2ij = ηij , we can write

( d∑
i=1

ηijηij′
)q

=
∑
S∈S

∏
(i,j)∈S

ηij (50)

for some appropriate set S of subsets of [k] × [n] (i.e., each S ∈ S satisfies S ⊂ [d] × [n]). One property of
both the graph and block constructions of SJLT is that

E
∏

(i,j)∈S

ηij ≤
∏

(i,j)∈S

Eηij = (α/d)|S| (51)

for any S ⊂ [d] × [n]; see the discussion in Section 2 of [10] for details. For (i, j) ∈ [d] × [n], let η̃ij be
independent Bernoulli random variables with Eη̃ij = Eηij = α/d. Then, since E

∏
(i,j)∈S η̃ij = (α/d)|S|, it

follows that
E
∏

(i,j)∈S

ηij ≤ E
∏

(i,j)∈S

η̃ij . (52)

Combining this with (50) gives ∥∥∥ d∑
i=1

ηijηij′
∥∥∥
q,η
≤
∥∥∥ d∑

i=1

η̃ij η̃ij′
∥∥∥
q,η

. (53)

Note that for j ̸= j′ it holds that P(η̃ij η̃ij′ = 1) = (α/d)2 due to independence. Therefore,
∑d

i=1 η̃ij η̃ij′

follows a Binomial(d, (α/d)2) distribution. It follows from Lemma 2 3 in [10] that

∥∥∥ d∑
i=1

η̃ij η̃ij′
∥∥∥
q
≤ C2

α2

k
, (54)

3In the notation of [10], the condition B < e in the lemma is satisfied if Ck > 4/e. Our absolute constant Cd is chosen so
that it satisfies this.
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where C2 is an absolute constant. Combining (49), (53) and (54) now gives

∥∥AX,η∥F ∥q,η ≤
√

C2

k
∥X∥2F . (55)

Next, we bound ∥AX,η∥. Since AX,η is block-diagonal, its two norm is equal to the maximum two norm

of its sub-blocks: ∥AX,η∥ = maxi∈[d] ∥ 1α (X̃
(i)X̃(i)T )◦∥. We have

∥(X̃(i)X̃(i)T )◦∥ =
∥∥∥X̃(i)X̃(i)T − diag

(( m∑
ℓ=1

ηijx
2
jℓ

)
j

)∥∥∥
≤ max

{
∥X̃(i)X̃(i)T ∥,

∥∥∥ diag (( m∑
ℓ=1

ηijx
2
jℓ

)
j

)∥∥∥}
≤ ∥X∥2F ,

(56)

where the first inequality is due to the fact that both X̃(i)X̃(i)T and diag((
∑

ℓ ηijx
2
jl)j) are positive semi-

definite. It follows that

∥AX,η∥ ≤
1

α
∥X∥2F . (57)

Inserting (55) and (57) into (47), and inserting the values of q, d and α gives

∥σTAX,ησ∥q ≤ εC1

(
2

√
C2

Cd
+

4

Cd

)
∥X∥2F . (58)

Finally, note that

P(|∥RTX∥2F − ∥X∥2F | > ε∥X∥2F ) = P(|σTAX,ησ| > ε∥X∥2F )
≤ ε−q∥X∥−2q

F ∥σTAX,ησ∥qq
≤ δ,

(59)

where the first equality follows from (43), the first inequality is Markov’s inequality, and the second inequality
holds with an appropriate choice 4 of Cd.

This completes the proof for the case when A is real. Since there is no m-dependence in Theorem 3, the
case when A is complex follows directly using the argument in Appendix A.1.

B Rangefinder Bounds Additional Notes and Proofs

B.1 Lemmas for Proof of Theorem 5

In this section, we recall a theorem from [20] and prove two lemmas which we leverage in the proof of
Theorem 5.

Theorem 9 (Theorem 9.1 from [20], deterministic bound). Let A ∈ Cm×n have SVD A = UΣV ∗, and fix
r ≥ 0 and oversampling parameter p ≥ 0. Choose a test matrix R ∈ Rn×d and construct Y = AR = QΩ
with PY = QQ∗. Partition Σ as in Eq. (14), and define R1, R2 as in Eq. (15). Assuming that R1 has full
row rank, the approximation error satisfies

∥(I − PY )A∥2 ≤ ∥Σ2∥2 + ∥Σ2R2R
†
1∥2. (60)

Next, we state and prove two additional lemmas that we apply to prove Theorem 5.
The first lemma, Lemma 2 provides an upper bound for the 2-norm of any JL sketching operator.

4If Cd is chosen so that C1(2
√

C2/Cd+4/Cd) < 1/
√
e is satisfied, then second line in (59) is less than 1/elog(1/δ) = δ. Since

C1 and C2 are absolute constants, the absolute constant Cd can be chosen so that it satisfies this requirement.
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Lemma 2 (2-norm of sketch matrix). Let R ∈ Rd×n be a distributional JL sketching operator drawn from
a (n, d, δ

n , ε)-JL distribution such that ε, δ ∈ (0, 1) and d < n. Then, with probability 1 − δ, we have

∥R∥ ≤
√
n(1 + ε).

Proof. Let e1, . . . , en ∈ Rn denote the canonical basis vectors. Note that

∥R∥ = max
y∈Rn

∥y∥=1

∥Ry∥ = max
β∈Rn

∥β∥=1

∥∥∥R n∑
i=1

βiei

∥∥∥ ≤ max
β∈Rn

∥β∥=1

n∑
i=1

|βi| ∥Rei∥. (61)

Since Pr[∥Rei∥ ≤
√
1 + ε] ≥ δ/n, a union bound therefore gives that the following holds with probability at

least 1− δ:

∥R∥ ≤ max
β∈Rn

∥β∥=1

n∑
i=1

|βi| ∥Rei∥ ≤ max
β∈Rn

∥β∥=1

n∑
i=1

|βi|
√
1 + ε ≤

√
n(1 + ε), (62)

where the last equality follows from the Cauchy–Schwarz inequality.

The second lemma provides a lower bound on the smallest singular value of a JL sketching operator times
a tall-and-skinny matrix V . This bound is required when applying Theorem 9.

Lemma 3 (JL implies subspace embedding, Theorem 2.3 from [35]). Let R ∈ Rd×n be a distributional
JL sketching operator drawn from a (n, d, δ

52r ,
ε
12 )–JL distribution with ε

12 , δ ∈ (0, 1). Let V ∈ Cn×r where
r < d < n be a full rank matrix. Then with probability at least 1− δ the following holds:

|∥RV x∥2 − ∥V x∥2| < ε∥V x∥2 for all x ∈ Rr. (63)

We first state the following intermediate lemma to prove Lemma 3, following the steps of [35].

Lemma 4 (See page 12 of [35]). Let x, y ∈ Rn. If |∥Rz∥2 − ∥z∥2| ≤ ε for all z ∈ {x, y, x+ y}, then

|⟨Rx,Ry⟩ − ⟨x, y⟩| ≤ 3ε⟨x, y⟩. (64)

Proof. The proof follows the argument on page 12 of [35]. Without loss of generality we assume ∥x∥ = ∥y∥ =
1. Note that

⟨Rx,Ry⟩ = 1

2

(
∥R(x+ y)∥2 − ∥Rx∥2 − ∥Ry∥2

)
=

1

2

(
(1 + α1)∥x+ y∥2 − (1 + α2)∥x∥2 − (1 + α3)∥y∥2

)
=

1

2
(2α1 − α2 − α3) + α1⟨x, y⟩.

(65)

Since each |αi| ≤ ε, it follows that

|⟨Rx,Ry⟩ − ⟨x, y⟩| ≤ 1

2
4ε+ ε = 3ε. (66)

Proof of Lemma 3. The proof follows the discussion on pages 12–14 in [35]. It is sufficient to show that the
claim holds for y = V x when y is unit length. Let S = {y ∈ range(V ) : ∥y∥ = 1}. Furthermore, let N be a
1/2-net for S. It is possible to choose N such that N := |N | ≤ 5r (see Corollary 4.2.13 in [33]). There are
N2−N sums x+ y with distinct x, y ∈ N . Consequently, the following holds with probability at least 1− δ:∣∣∥Rx∥2 − ∥x∥2

∣∣ ≤ ε

12
for all x ∈ N ∪ {y + y′ : y, y′ ∈ N}. (67)

Due to Lemma 4, the following therefore holds with probability at least 1− δ:∣∣⟨Rx,Ry⟩ − ⟨x, y⟩
∣∣ ≤ ε

4
for all x, y ∈ N . (68)
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Any y ∈ S may be represented as

y =

∞∑
i=0

βiy
(i), (69)

where |βi| ≤ 1/2i and each y(i) ∈ N . Consequently,

∥Ry∥2 =

∞∑
i=0

∞∑
j=0

βiβj⟨Ry(i), Ry(j)⟩ =
∞∑
i=0

∞∑
j=0

βiβj(⟨y(i), y(j)⟩+ αi,j)

= ∥y∥2 +
∞∑
i=0

∞∑
j=0

βiβjαi,j ,

(70)

where each |αi,j | ≤ ε/4 due to (68). Consequently, we have

∣∣∥Ry∥2 − ∥y∥2
∣∣ ≤ ∞∑

i=0

∞∑
j=0

1

2i+j

ε

4
= ε. (71)

Remark 6. The smallest singular value of any matrix B satisfies (see, e.g., Theorem 8.6.1 in [15])

σ2
min(B) = min

∥x∥=1
∥Bx∥2. (72)

The statement in (63) therefore implies

σ2
min(RV ) ≥ (1− ε)σ2

min(V ), (73)

and consequently that RV is of full rank since σ2
min(V ) > 0 and (1− ε) > 0.

Remark 7. The exponential dependence on r in the (n, d, δ
52r ,

ε
12 ) in Lemma 3 may seem alarming. However,

for many JL sketching operator distributions the embedding dimension has a logarithmic dependence on 1/δ,
which translates to a linear dependence on r. This is true for the Gaussian sketching operators, as well as
for the SRHT and SJLT we consider in this paper.

B.2 Lemmas for Proof of Theorem 7

We state Lemmas 5 and 6 which are akin to Lemmas 2 and 3 but with stronger guarantees since they are
restricted to SJLT matrices.

Lemma 5. Suppose R ∼ SJLT(n, d, α) with n > d > α, and define µ = nα/d. For any t > 1, it then holds
that

Pr[∥R∥22 ≥ tµ] ≤ de−µ
(e
t

)tµ
. (74)

In particular, if t > max(e2, µ−1 log(d/δ)− 1), then

Pr[∥R∥2 ≥ tµ] < δ. (75)

Proof. Recall that we may write R elementwise as in Eq. (39) where ηij for (i, j) ∈ [d] × [n] is Bernoulli
random variables which indicate if the element on position (i, j) of R is nonzero. Our starting point is the
following bound on the two norm:

∥R∥22 ≤ ∥R∥1∥R∥∞ = max
i∈[d]

n∑
j=1

ηij , (76)
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where the inequality is Corollary 2.3.2 in [15], and the equality follows from the standard definitions of the
1- and ∞-norms (see Section 2.3.2 in [15]). Consequently,

Pr[∥R∥22 ≥ tµ] ≤ Pr
[
max
i∈[d]

n∑
j=1

ηij ≥ tµ
]
= Pr

[ ⋃
i∈[d]

{ n∑
j=1

ηij≥tµ

}]

≤
d∑

i=1

Pr
[ n∑
j=1

ηij ≥ tµ
]
= dPr

[ n∑
j=1

η1j ≥ tµ
]
,

(77)

where the second inequality follows from subadditivity of measure. Chernoff’s inequality (see Theorem 2.3.1
in [33]) gives that

Pr
[ n∑
j=1

η1j ≥ tµ
]
≤ e−µ

(e
t

)tµ
. (78)

Combining Eq. (77) and Eq. (78) gives the result in Eq. (74).
If additionally t > max(e2, µ−1 log(d/δ)− 1), then the bound in Eq. (74) simplifies to

Pr[∥R∥22 ≥ tµ] ≤ de−µ
(e
t

)tµ
≤ de−µe−tµ < δ. (79)

The following lemma appeared as Theorem 5 in [29].

Lemma 6 (SJLT satisfies subspace embedding property, Theorem 5 from [29]). Given R ∼ SJLT(n, d, α),
V ∈ Cn×r and ε, δ ∈ (0, 1). If α = Θ(log3(r/δ)/ε) and d = Ω(r log6(r/δ)/ε2) then the following holds with
probability at least 1− δ:

|∥RV x∥2 − ∥V x∥2| < ε∥V x∥2 for all x ∈ Rr. (80)

C Additional Experimental Results

Table 4 shows the final d selected for each method after adaptivity and the HSS rank, the rank of the largest
off diagonal block as computed by the interpolative decomposition in the construction. Ideally, the difference
between d and the HSS rank should be less than ∆d = 64 in our case meaning that the perfect amount
of adaptive steps was taken. We observe that using Gaussian sketching operators and SJLT matrices with
α = 2, 4 or 8 results in similar adaptive d and HSS rank. When using SJLT matrices with α = 1 the number
of adaptive steps may be higher because the SJLT matrix is too sparse so new data about the original matrix
is learned very slowly, requiring many more adaptive steps.

Table 5 shows the final d selected for each method after adaptivity and the HSS rank, the rank of the
largest off diagonal block as computed by the interpolative decomposition in the construction for the parallel
distributed experiments. Similarly to the above table, the difference between d and the HSS rank should be
less than ∆d = 256 in our case meaning that the perfect amount of adaptive steps was taken. We observe
that using Gaussian sketching operators and SJLT matrices with with α = 1 the number of adaptive steps
may be higher because the SJLT matrix is too sparse, requiring many more adaptive steps. While using
SJLT with α = 2, 4, or, 8 yields similar results to the Gaussian matrices.

32



Final d HSS rank
Matrix εrel n G S(1) S(2) S(4) S(8) H G S(1) S(2) S(4) S(8) H

Cov.

10−2
103 128 128 128 128 128 128 97 102 96 97 97 97
203 256 256 256 256 256 256 180 179 175 167 159 179
303 384 384 320 384 384 384 247 253 221 248 235 239

10−4
103 192 128 192 192 192 192 152 154 152 151 152 154
203 832 896 832 896 832 832 597 617 586 604 589 608
303 1984 2176 2112 2112 2112 2176 1472 1530 1520 1511 1470 1709

10−6
103 320 192 256 320 320 256 226 213 218 222 225 224
203 1088 1216 1216 1216 1280 1152 835 875 858 863 864 879
303 2816 2880 2880 2880 2880 3008 2128 2072 2079 2047 2073 2426

QChem
Toeplitz

10−2
10K 128 128 128 128 128 128 11 10 10 10 11 10
20K 128 128 128 128 128 128 13 13 12 12 11 12
40K 128 128 128 128 128 128 12 13 12 12 13 11

10−4
10K 128 128 128 128 128 128 18 20 17 17 16 17
20K 128 128 128 128 128 128 18 19 20 18 20 19
40K 128 128 128 128 128 128 21 28 23 23 21 22

10−6
10K 128 128 128 128 128 128 25 27 24 25 24 25
20K 128 128 128 128 128 128 29 31 29 29 29 30
40K 128 128 128 128 128 128 36 40 37 35 35 34

Scatt.
wave

10−2
5K 192 192 192 192 192 576 137 137 137 137 137 138

10K 320 320 320 320 320 576 266 266 266 266 265 266
20K 576 576 576 576 576 576 523 523 524 523 524 522

10−4
5K 192 192 192 192 192 576 146 147 145 145 144 146

10K 320 320 320 320 320 576 275 275 274 275 275 275
20K 640 640 640 640 640 576 538 538 535 536 538 529

10−6
5K 192 192 192 192 192 576 153 151 149 151 151 147

10K 320 320 320 320 320 576 284 284 281 282 284 275
20K 576 640 640 640 640 576 550 563 558 559 563 529

3D
Poisson
front

10−2
1002 192 448 192 192 192 1856 158 350 159 156 156 168
1502 384 1088 448 384 384 1856 245 916 295 247 241 253
2002 448 1536 704 512 512 1856 317 1333 414 320 318 335

10−4
1002 384 768 448 448 448 1856 282 601 294 278 276 279
1502 768 1536 832 832 832 1856 460 1188 526 505 496 430
2002 1088 2496 1280 1216 1216 1856 662 1936 800 766 762 569

10−6
1002 576 896 640 576 640 1856 365 644 392 364 367 374
1502 1088 1856 1216 1152 1152 1856 645 1381 764 711 702 574
2002 1536 2816 1728 1664 1728 1856 946 2093 1070 1019 1018 765

Table 4: Final d and HSS rank for problems in Table 2.
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Final d HSS rank
Matrix MPI size n G S(1) S(2) S(4) S(8) G S(1) S(2) S(4) S(8)

Cov.

8
203 640 640 640 896 896 523 585 527 528 534
303 1664 1920 1920 1920 1664 1204 1325 1212 1214 1166
353 2944 3456 2944 3200 2944 2091 2275 2090 2013 2000

16
203 640 640 640 896 896 523 585 527 528 534
303 1664 1920 1920 1920 1664 1182 1325 1212 1214 1166
353 2944 3456 2944 3200 2944 2077 2275 2090 2013 2000

32
203 640 896 640 896 896 527 656 538 541 540
303 1664 1920 1920 1920 1664 1196 1325 1212 1214 1166
353 2688 3456 2944 3200 2944 1979 2275 2090 2013 2000

QChem
Toeplitz

8
25000 512 512 512 512 512 24 23 20 19 21
50000 512 512 512 512 512 20 21 20 20 20

100000 512 512 512 512 512 25 27 25 26 25

16
25000 512 512 512 512 512 22 23 20 19 21
50000 512 512 512 512 512 20 21 20 20 20

100000 512 512 512 512 512 24 27 25 26 25

32
25000 512 512 512 512 512 22 23 20 19 21
50000 512 512 512 512 512 20 21 20 20 20

100000 512 512 512 512 512 24 27 25 26 25

3D
Poisson
front

8
1002 512 512 512 512 512 278 349 279 279 279
1502 512 768 512 512 512 424 709 426 422 423
2002 768 1280 512 768 768 573 1119 564 569 569

16
1002 512 512 512 512 512 277 349 279 279 279
1502 512 768 512 512 512 425 709 426 422 423
2002 768 1280 512 768 768 576 1119 564 569 569

32
1002 512 512 512 512 512 278 349 279 279 279
1502 512 768 512 512 512 424 709 426 422 423
2002 768 1280 512 768 768 573 1119 564 569 569

Table 5: Final d and HSS rank for problems in Section 8.3.2. G refers to sketching with a Gaussian sketching
operator, S(α) to sketching with an SJLT matrix (block construction) with α nonzeros per row.
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D HSS Algorithm Detailed Description

Algorithm 1: Adaptive HSS compression of A ∈ Cn×n using cluster tree T with relative and
absolute tolerances εrel and εabs respectively, see Table 6 for helper function details.

1 function H = HSSCompressAdaptive(A, T , d0, ∆d)
2 d← d0; n← cols(A)
3 R← JL-Operator(d+∆d, n)
4 S ← AR
5 foreach τ ∈ T do τ.state← UNTOUCHED

6 while root(T ).state ̸= COMPRESSED and d < dmax do
7 foreach τ ∈ T in topological order do
8 if τ.state = UNTOUCHED then
9 if isleaf(τ) then Dτ ← A(Iτ , Iτ )

10 else
11 ν1, ν2 ← children(τ)

12 Bτ ← A(Ĩν1
, Ĩν2

)

13 ι← 1 : d+∆d

14 else ι← d+ 1 : d+∆d
15 if isroot(τ) then
16 τ.state← COMPRESSED

17 break

18 if isleaf(τ) then Sτ ( : , ι)← S(Iτ , ι)−Dτ R(Iτ , ι)
19 else

20 Sτ ( : , ι)←
[
Sν1

(Jν1
, ι)−Bτ Rν2

( : , ι)
Sν2(Jν2 , ι)−B∗

τ Rν1( : , ι)

]
21 if τ.state ̸= COMPRESSED then
22 if τ.state = UNTOUCHED then
23 {Qτ ,Ωτ} ← QR(Sτ ( : , 1 : d))

24 S̃ ← Sτ ( : , d+ 1 : d+∆d) // last ∆d columns

25 Ŝ ← (I −QτQ
∗
τ )S̃

26 ετabs ← εabs/level(τ); ετrel ← εrel/level(τ)

27 if ∥Ŝ∥F < ετabs or ∥Ŝ∥F < ετrel∥S̃∥F then // Eq. 5

28 goto line 32

29 {Q̂, Ω̂} ← QR(Ŝ)

30 Qτ ←
[
Qτ Q̂

]
31 if min(diag(|Ω̂|))< ετabs or min(diag(|Ω̂|))< ετrel|(Ωτ )11| then //

32 {U∗
τ , Jτ} ← ID(S∗

τ , ε
τ
rel, ε

τ
abs)

33 τ.state← COMPRESSED

34 else
35 R̄← JL-Operator(∆d, n) // extending sketch

36 d← d+∆d; S ←
[
S AR̄

]
; R←

[
R R̄

]
37 τ.state← PARTIALLY COMPRESSED

38 break

39 if isleaf(τ) then

40 Rτ ( : , ι)← U∗
τ R(Iτ , ι); Ĩτ ← Iτ (Jτ )

41 else

42 Rτ ( : , ι)← U∗
τ

[
Rν1( : , ι)
Rν2( : , ι)

]
; Ĩτ ←

[
Iν1

Iν2

]
(Jτ )

43 end

44 end
45 return T
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cols(A) number of columns in matrix A
JL-Operator(d, n) a d×N matrix drawn from a JL Distribution

isleaf(τ) true if τ is a leaf node, false otherwise
children(τ) a list with the children of node τ , always zero or two

isroot(τ) true if τ is a root node, false otherwise
{Q,Ω} ← QR(S) S = QΩ where Q is orthogonal, Ω is upper triangular

level(τ) level of node τ , starting from 0 at the root
{Y, J} ← ID(S, εr, εa) interpolative decomposition: S ≈ S(:, J)Y

Table 6: List of helper functions for Algorithm 1.

Here we describe the steps to compress a symmetric HSS matrix A with dimensions 4k × 4k and HSS
rank r ≪ k represented by a three level HSS tree shown in Fig. 9 using Algorithm 1. Assume that R has
dimensions 4k × l1. Initially, we compute S = AR which has dimensions 4k × l1.

We begin at the leaf level of the HSS tree where we can compress nodes one through four in parallel. We
will compress the first node, corresponding to the first Hankel row block, whose rows we have highlighted in
Fig. 10. By symmetry this also corresponds to the columns of the first Hankel column block.

D.1 Compression of a Leaf Node

First, we store the dense diagonal matrix D1 in our leaf node 1 this is line 9 of the algorithm. Next,
since we do not have the matrix A but instead just the sketch S = AR we must figure out what the local
sketch of the Hankel row block H1 = A(1 : k, 1 : 4k \ 1 : k) = A(1 : k, k + 1 : 4k) is (the first k rows
excluding the dense diagonal). We compute a sketch of our Hankel row block S1

loc = [0, H1]R by writing
[0, H1]R = ([D1, H1] − [D1, 0])R = (A(1 : k, :) − [D1, 0])R = S(1 : k, :) − D1R(1 : k, :) which is line 18 of
Algorithm 1.

Next, to compress our approximation of H1 which is Sloc
1 with dimensions k×l1 lines 21-31 of Algorithm 1

verify that Sloc
1 is a good enough approximation of H1. For now, we will assume that it is and skip these

lines. Later we will see how if the sketch is not accurate enough, we extend the sketching operator R (lines
35-38) by appending columns to it which will require a small modification to the local sketches. We compute
an interpolative decomposition of Sloc

1 on line 32 of Algorithm 1 such that Sloc
1 ≈ U1S

loc
1 (J1, :) where U1

has dimensions k × r and J1 is a subset of r distinct indices in [1 : k]. Then we set the state of node one
to compressed (line 33). The interpolative decomposition cleverly gives us a low rank factorization for all
of H1 where U1 could be thought of as a basis for the Hankel block and J1 is an index set of rows which
define the block. Since Sloc

1 = [0, H1]R ≈ U1S
loc
1 (J1, :) = U1[0, H1](J1, :)R and R is full column rank with

high probability we have that [0, H1] ≈ U1[0, H1](J1, :). So we have found a low rank factorization for the
Hankel row block which we display in Fig. 11.

We can now repeat this process for the rest of the leaf nodes which would result in matrices U2, U3, U4

(dimensions k × r) and index sets J2, J3, J4 (of size r) being computed and stored. For the non-symmetric
case we would also compress all of the leaf nodes for the column Hankel blocks as well. We display the result
in Fig. 12 where we additionally denote the low rank blocks L1–L4 which we would like to have compressed.

Remark 8. The Hankel block does not need to be a contiguous nonzero block, for example H2 = [A(k + 1 :
2k, 1 : k), 0, A(k + 1 : 2k, 2k + 1 : 4k)] because D2 is subtracted to compute H2.

Next, We show that we have already computed a low rank factorization for L1–L4 based on the inter-
polative decompositions of both the row and column of the two Hankel blocks that intersect at the low rank
block. We detail how to compress L1 in Fig. 13. Since we have a row basis for H1 we can just take the indices
of the rows that intersect with L1. So we have the factorization L1 ≈ U1A(J1, k + 1 : 2k). Similarly, we
have basis for the column Hankel block HT

2 which intersected with L1 because we assumed that our matrix
A was symmetric. So the column factorization for L1 is the conjugate transpose of the row factorization for
L2 which we have already computed. Thus L1 ≈ A(1 : k, J2)U

∗
2 we can rename U∗

2 as V2 for clarity in the
non-symmetric case where the second column Hankel block does not correspond to the conjugate transpose
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1
[1:k]

2
[k+1:2k]

5
[1:2k]

3
[2k+1:3k]

4
[3k+1:4k]

6
[2k+1:4k]

7
[1:4k]

Figure 9: Three level HSS tree for our compression example with the nodes labeled and the corresponding
indices in brackets.

D1

D2

D4

D3

Figure 10: Leaf level of HSS tree with the first node rows in a box.
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0 H1

0 H1U1

Figure 11: Compression of the first Hankel block H1 into U1, a basis matrix, and r rows of the original
Hankel block, denoted by the thin horizontal stripe (not necessarily the first r rows) and indexed by index
set J1.

D1

D2

D4

D3

U1

U2

U3

U4

L1

L2

L3

L4

Figure 12: HSS matrix after all four row leaves have been compressed with the low rank blocks, L1–L4

sections listed .
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D1

D2

D4

D3

A1L1U1

V2

Figure 13: HSS matrix illustration of how the off diagonal low rank block L1 is computed and stored.

of the second row Hankel block. Combining the row and column factorizations, we have the low rank factor-
ization L1 ≈ U1A(J1, J2)U

∗
2 = U1A(J1, J2)V2. Notice that we currently do not have A(J1, J2), the small r×r

matrix of entries of A. This will be queried and stored in the parent node in the next level of the algorithm
(line 12 in Algorithm 1). For completeness we can factorize L2 ≈ U2A(J2, J1)U

∗
1 , L3 ≈ U3A(J3, J4)U

∗
4 and

L4 ≈ U4A(J4, J3)U
∗
3 .

The final step that occurs at each leaf node is to compute Rloc
i which corresponds to the sketching

operator R in the local column basis for the low rank block we have compressed. This will allow us to re-use
the computation from our leaf nodes and subtract off the already compressed low rank blocks when trying
to compress the parent nodes. Additionally, this allows us to leverage the nested basis property. So for the
first leaf node, we compute and store Rloc

1 = U∗
1R(1 : k, :).

We have completed our compression for the first node, we store five variables: 1. D1, 2. U1, 3. J1 which
is the dense diagonal block and what we use to represent the Hankel row block for rows [1 : k] and part of
the low rank factorization for L1 and we store 4. Sloc

1 , 5. Rloc
1 which we use to represent the sketch for the

Hankel row block and the sketching operator for the Hankel row block in the column basis of L1 which we
use for the computation of the parent node.

D.2 Compression of Internal Node

We move on to compressing the second level of the HSS tree whose Hankel row blocks are shown in Fig. 14.
Before we describe the compression of H5, we explain the nested basis property which all internal (non-
leaf, non-root) nodes in the HSS tree use. This property explains the hierarchical in HSS matrices.

The nested basis property states that for a non-leaf Hankel block, H5 with children nodes H1, H2 we can
write a row (or column) basis Ubig

5 of dimension 2k × r as a product of the bases of Ubig
1 , Ubig

2 (dimensions
k × r) of H1, H2 respectively and a small matrix U5 of dimension 2r × r:
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D1

D2

H5

L1

L2

H6

Figure 14: HSS matrix with the second level of row Hankel blocks highlighted in blue.

Ubig
5 =

[
U1 0
0 U2

]
U5.

Remark 9. For leaf node i, Ui = Ubig
i .

The intuition behind this property is that by constructing a basis Ubig
1 for the first k rows and Ubig

2 for

the next k rows, when we want to construct a basis Ubig
5 for the 2k rows we should be able to use the basis

information from our earlier constructions. When constructing HSS matrices we assume that this property
holds.

Now that we have the nested basis property we can explain how this reduces the computation for the
compression for node 5 (and any internal node) in Algorithm 1. We would like to have a sketch of H5

depicted in Fig. 14 and compute U5, of dimension 2r × r . If we consider the matrix

[
Sloc
1

Sloc
2

]
then we have

an approximation for the block depicted in the top of Fig. 15 because when we computed Sloc
1 and Sloc

2 we
subtracted the diagonal blocks D1 and D2 respectively.

We show how we use the nested basis property and information from the children nodes to compute a
local sketch of H5. We can subtract our compression of the low dimension blocks L1, L2 which we computed
in the children nodes.
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0

0

L1

L2

0

0

0

0

U1

U2

L5

Figure 15: Node 5 row Hankel block being prepared for compression.
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S5 =

([
0 0 H5(1 : k, :)
0 0 H5(k + 1 : 2k, :)

])
R =

(
A(1 : 2k, :)−

[
D1 L1 0
L2 D2 0

])
R

= A(1 : 2k, :)R−
[

D1 L1

L2 D2

] [
R(1 : k, :)

R(k + 1 : 2k, :)

]
=

[
Sloc
1

Sloc
2

]
−
[

0 L1

L2 0

] [
R(1 : k, :)

R(k + 1 : 2k, :)

]
≈
[

Ubig
1 0

0 Ubig
2

] [
Sloc
1 (J1, :)

Sloc
2 (J2, :)

]
−
[

Ubig
1 A(J1, J2)V

big
2 R(k + 1 : 2k, :)

Ubig
2 A(J2, J1)V

big
1 R(1 : k, :)

]
=

[
Ubig
1 0

0 Ubig
2

]([
Sloc
1 (J1, :)

Sloc
2 (J2, :)

]
−
[

A(J1, J2)R
loc
2

A(J2, J1)R
loc
1

])
(81)

:=

[
Ubig
1 0

0 Ubig
2

]
Sloc
5

Since HSS matrices satisfy the nested basis property to compute a row basis for node 5 we use Sloc
5 which

has dimensions 2r × l1 and contains the nested basis prefactor seen in the second to last row of the above
computation which generalizes to any internal HSS tree node. Sloc

5 corresponds to a sketch of the two dark
blue horizontal strips in the bottom of Fig. 15 and only requires information already computed in the children
nodes.

We go through the steps of compressing H5 using Algorithm 1. First, since node 5 is the parent node of
nodes 1 and 2, it stores the small sub-blocks of A used to compute L1 and L2 which in this case is A(J1, J2)
and A(J2, J1), by symmetry only storing the r× r matrix A(J1, J2) is required, line 12 of Algorithm 1. Then
on line 20 of Algorithm 1 a local sketch Sloc

5 as in Eq. (81) is computed using the sub-blocks of A that we
just stored and the information in the children nodes. We then check if the local sketch, Sloc

5 , is sufficient
to approximate H5 and adaptively increase the size of the sketching operator in lines 21-31 and lines 35-38.
We discuss how this adaptation is done in the following section. Assuming that Sloc

5 is sufficiently accurate,
on line 32 of Algorithm 1 we compute our basis U5 and row indices J5 in the nested basis defined by U1

and U2. Finally, on line 42 of Algorithm 1 we compute a local sketching operator, Rloc
5 , in the basis of U5

which we will use to subtract the block which we have compressed in higher levels of the tree. So we have
computed and stored: 1. A(J1, J2), 2. Sloc

5 , 3. U5, 4. J5, and 5. Rloc
5 which are the five components that

define an internal node.
We can similarly compress H6 which would now give us all the information to compress L5 and L6 by

symmetry then move up to the root node.

Remark 10. When compressing the root node we do not do any compression but instead store the two r× r
blocks of A (A(J5, J6) and A(J6, J5) here) that are required to compute the low rank factorization for the two
largest low rank off diagonal blocks (L5 and L6 here).

D.3 Adaptation

At each non-root node of the HSS tree we verify that the sketch of our current node, Sloc
i , is sufficiently

accurate before we compress it. If Sloc
i is sufficiently accurate, which is checked by the computation and

stopping criteria on lines 21-31 of Algorithm 1 then we can compress node i, otherwise we increase the size
of our global sketching operator and global sketch on lines 35 and 36 (from l1 to l1 + ∆d in our example).
We then mark the state of the current node, i, as partially compressed and restart our compression loop for
all of the nodes.

For the compressed nodes we will update their local sketches and sketching operators to have l1 + ∆d
instead of just l1 columns. This operation is computed in Algorithm 1 as follows. First on line 14 we set the
columns we will be modifying as the final ∆d that we added to the global sketch and sketching operator in
line 36. Then on lines 18-20 we update the local sketch information, finally on lines 39-42 the local sketching
operators are updated.
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For the one partially compressed node we will update the sketching operator as for the compressed nodes
but we will also check the stopping criteria on lines 27 and 31. If either is met then node i can now be
compressed and the algorithm can continue. Otherwise, lines 35-37 will trigger again, expanding the global
sketch and sketching operator then marking node j as partially compressed again. Finally, for uncompressed
nodes we do not need to update anything, we will use the updated sketching operator and sketches. For a
detailed discussion of why we use the stopping criteria on lines 27 and 31 we refer the reader to Section 3.
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